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FOREWORD 

A D V A N C E S I N C H E M I S T R Y SERIES was founded in 1 9 4 9 by the 

American Chemical Society as an outlet for symposia and col
lections of data in special areas of topical interest that could 
not be accommodated in the Society's journals. It provides a 
medium for symposia that would otherwise be fragmented, 
their papers distributed among several journals or not pub
lished at all . Papers are refereed critically according to A C S 
editorial standards and receive the careful attention and proc
essing characteristic of A C S publications. Papers published 
i n A D V A N C E S I N C H E M I S T R Y SERIES are original contributions 
not published elsewhere in whole or major part and include 
reports of research as well as reviews since symposia may em
brace both types of presentation. 
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PREFACE 

'he papers in this volume represent the proceedings of the First 
International Symposium on Chemical Reaction Engineering. This 

was an outgrowth of the previous four European symposia and w i l l be 
continued on an international basis every two years. The symposium 
consisted of 1 2 sessions whose chairmen and authors were balanced 
between Americans and Europeans, and industrial and academic workers 
as much as possible. Each subject area was covered by an authoritative 
review of the state of the art by an international expert, followed by 
research-paper presentations. This structure gave the audience both an 
up-to-date survey of each area and details of the latest research. 

Session topics were chosen with both fundamental and applied 
orientations of chemical reaction engineering, and the ideas which 
emerged underscore this point. For example, using the basic information 
available for standard reactor types, computers are now doing the com
plicated simulations routinely. The basic chemical kinetics required to 
design polymerization reactors are reasonably well understood, but prac
tical computational methods and further study of interactions with 
physical processes (mixing and transport) are still required. M u c h has 
been learned in the past several years about the operating behavior and 
transport in fluidized beds, and applications with reactions now need to 
be considered; this could lead to more extensive use for more différent 
processes than at present. Although great effort has been expended to 
develop optimization theory and principles, a present need is to concen
trate on practical applications in order to realize the ful l potential of the 
most important methods. The session on catalytic reactions emphasized 
the physical interactions which can cause problems in studying and ap
plying catalytic kinetics, and they need to be evaluated carefully. 

For two-phase reactors the main problem resides in the physical 
contacting of the phases, which can cause widely varying results, espe
cially with complex reactions; this fact leads to the use of unique reactor 
types which are often difficult to analyze and design. Catalyst deactivation 
has only recently been extensively studied rigorously, and there is still 
a need for information on basic kinetics, the effects on reactor operation, 
and optimization studies to assess the importance and handling of the 
problem. Industrial process kinetics contains many of the above prob
lems since the work must often be done in complicated reactors. Param
eter estimation is a complex problem in its own right, in terms of both 
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statistical measurement variations and calculation methods. The basic 
idea of reaction/reactor stability is not difficult, but application i n detail 
to real systems in a simple and workable fashion often is not easily 
realized. Biochemical reaction engineering is a relatively new field and 
was considered here for the first time in this type of symposium. W e are 
beginning to grasp some of the essential difficulties of the quantitative 
kinetics and are using them for more rational reactor design. 

Following in a small way the outstanding review of van Krevelen at 
the Third European Symposium, the table shows the distribution of 
papers from this symposium. The various types of chemical reaction 
engineering studies for the papers are given first, and although there was 
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a rather good distribution of coverage, more actual applications to useful 
processes would have been welcome. Reaction type is considered next, 
showing that simple, single reactions are studied more than the complex 
cases which are often found in practice. This is especially true of the 
theoretical and ' method" papers although some progress is being made in 
moving toward realistic cases. The last part of the table shows the type 
of chemistry or industry involved. The "general" row signifies that ab
stract cases were considered and is not meant to imply that many of the 
other papers do not also have general application. 

Ithaca, Ν. Y. 
January 1972 K E N N E T H B . B I S C H O F F 
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1 

Analysis and Design of Fixed Bed 
Catalytic Reactors 

G. F. F R O M E N T 

Laboratorium voor Petrochemische Techniek, Rijksuniversiteit, Ghent, Belgium 

The models used to describe fixed bed catalytic reactors are 
classified in two broad categories: pseudo-homogeneous and 
heterogeneous models. In the former the conditions on the 
catalyst are considered to equal those in the fluid phase; in 
the latter this restriction is removed. The pseudo-homogene
ous category contains the ideal one-dimensional model, the 
one-dimensional model with effective axial transport, and 
the two-dimensional models with axial and radial gradients. 
Particular emphasis is placed on such problems as para
metric sensitivity, runaway, and instabilities induced by 
axial mixing. In the heterogeneous category attention is 
given to the effect of transport phenomena around and inside 
the catalyst particle on the behavior of the reactor. Finally, 
a new, general two-dimensional heterogeneous model is set 
up and compared with previously discussed models. 

'•yhis brief review of the analysis and design of fixed bed catalytic 
A reactors does not allow us to concentrate on specific cases and proc

esses. Instead, an attempt is made to discuss general models and the 
principles involved in the design of any type of reactor, no matter what 
the process is. 

In Table I the models are grouped in two broad categories: pseudo-
homogeneous and heterogeneous. Pseudo-homogeneous models do not 
account explicitly for the presence of the catalyst, in contrast to hetero
geneous models, which lead to separate conservation equations for fluid 
and catalyst. Within each category the models are classified according 
to increasing complexity. The basic model, used in most of the studies 
until now, is the pseudo-homogeneous one-dimensional model, which 
only considers transport by plug flow in the axial direction ( A . I ) . Some 
type of mixing in the axial direction may be superposed on the plug flow 
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2 C H E M I C A L REACTION ENGINEERING 

Table I. Classification of Fixed Bed Reactor Models 

A . Pseudo-Homogeneous B. Heterogeneous 
(t = t8;c = c8) (t 5* t8;c c8) 

One-dimensional A . I Basic, ideal B.I + interfacial gradients 
A . I I + axial mixing B. I I + intraparticle gradients 

Two-dimensional A . I l l + radial mixing B. I I I + radial mixing 

to account for nonideal flow conditions (A. I I ) . If radial gradients must 
be accounted for, the model becomes two-dimensional ( A.I I I ) . The basic 
heterogeneous model considers only transport by plug flow, but it dis
tinguishes between conditions in the fluid and on the solid (B.I) . The 
next step towards complexity is to take the gradients inside the catalyst 
into account (B.II) . Finally, the most general models used today—viz, 
the two-dimensional heterogeneous models—are discussed in Β. III. 

Even within this framework the paper does not give a complete bib
liographic survey. It focuses on what the author believes are the essential 
points or on some aspects which have received extensive coverage in 
recent years and upon which our viewpoints need clarification or 
correction. 

Pseudo-Homogeneous Models 

The Basic One-Dimensional Model. The basic or ideal model assumes 
that concentration and temperature gradients occur only in the axial 
direction. The only transport mechanism operating in this direction is the 
over-all flow itself, and this is considered to be of the plug flow type. 
The conservation equations may be written, for the steady state and a 
single reaction carried out in a cylindrical tube. 

dc 
us = ÇBTA (1) 

Us9fCP ^ = (-AH) P B r A - 4 ( Γ - Tw) (2) 

with initial condition : at ζ = 0, c = cQ 

Τ = T0 

In most cases the pressure drop in the reactor is relatively small so 
that a mean value for the total pressure is used in the calculations. Pres
sure drop correlations for packed beds were set up by Leva ( I ) and 
Brownell (2). They lead to predictions which are in excellent agreement. 
The correlations for the heat transfer coefficient, U, show considerable 
spread (3, 4, 5) . Recently, De Wasch and Froment set up correlations 
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1. F R O M E N T Fixed Bed Reactors 3 

for U which are linear with respect to the Reynolds number and which 
have also a static term (6). Integration of Reactions 1 and 2 is straight
forward, either on a digital or an analog computer. Questions which can 
be answered by such simulation and which are important in catalytic 
reactor design are: what is the tube length required to reach a given 
conversion; what w i l l the tube diameter have to be; or the wal l tempera
ture? A n important problem encountered with exothermic reactions is 
how to limit the hot spot in the reactor and how to avoid excessive sensi
tivity to variations in the parameters? This problem was treated analyti
cally by Bilous and Amundson (9) and more empirically, but more 
directed towards practical appplication, by Barkelew (7). Barkelew's 
results are represented in Figure 1, which is based on many numerical 
integrations and which has general validity for single reactions. N/S is 
the ratio of the rate of heat transfer per unit volume at τ = 1, where τ = 

N / S 

Figure 1. Barkelew plot for the parametric sensitivity of an ideal tubular 
reactor 
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4 C H E M I C A L REACTION ENGINEERING 

(E/RTW
2)(T — Tw), to the rate of heat generation per unit volume at 

τ = 0 and zero conversion—i.e., at the reactor inlet. The ratio T m a x /S is 
that of the dimensionless maximum temperature to the adiabatic tem
perature rise above the coolant temperature. A set of curves is obtained 
with S as a parameter. They have an envelope, occurring very close to 
the knee of an individual curve. Above the contact point with the enve
lope, T m a x changes rapidly with N/S but not below. Therefore, Barkelew 
proposed a criterion according to which the reactor is stable to small 
fluctuations if its maximum temperature is below the value at the contact 
point to the envelope. Recently, Van Welsenaere and Froment analyzed 
the problem in a different way (8). By inspecting temperature and partial 
pressure profiles in a fixed bed reactor they concluded that extreme 
parametric sensitivity and runaway may be possible (1) when the hot 
spot exceeds a certain value and (2) when the temperature profile devel
ops inflection points before the maximum. They transposed the peak 
temperature and the inflection points into the p-T phase plane. The 
locus of the maximum temperatures, called the "maxima curve" and the 
locus of the inflection points before the hot spot are shown as pm and 
( pi ) ι respectively. The symbol ( pi ) 2 represents the locus of the inflection 
point beyond the hot spot, which is of no further interest in this analysis. 

625 650 675 700 
T(°K) 

Figure 2. p-T phase plane showing trajectories, maxima 
curve, and foci of inflection points according to Van Wel

senaere and Froment 
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1. F R O M E N T Fixed Bed Reactors 5 

0.04 

600 650 700 
TW(°K) 

Figure 3. Upper and lower limits, mean and exact critical values for the 
inlet partial pressure predicted by the Van Welsenaere and Froment cri

terion. Filled points are values derived from Barkelew's criterion. 

Two criteria were derived from this. The first is based on the obser
vation that extreme sensitivity is found for trajectories—the p-T relations 
in the reactor—intersecting the maxima curve beyond its maximum. 
Therefore, the trajectory going through the maximum of the maxima 
curve is considered as critical and as the locus of the critical inlet condi
tions for ρ and Τ corresponding to a given wal l temperature. This is a 
criterion for runaway based on an intrinsic property of the system—not on 
an arbitrarily limited temperature increase. The second criterion states 
that runaway w i l l occur when a trajectory interesects (Pi)i, the locus of 
inflection points arising before the maximum. Therefore, the critical tra
jectory is tangent to the (pt) curve. A more convenient version is based 
on an approximation for this locus represented by ps in Figure 2. 

Representation of the trajectories in the p-T plane requires numeri
cal integration, but the critical points involved in the criteria—the maxi-
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6 C H E M I C A L REACTION ENGINEERING 

mum of the maxima curve and the point where the critical trajectory is 
tangent to p 8 are located easily by elementary formulas. Two simple 
extrapolations from these points to the reactor inlet lead to upper and 
lower limits for inlet partial pressures and temperatures above which 
safe operation is guaranteed. Figure 3 shows some results for a specific 
reaction. They are compared with those obtained from Barkelew's cri
terion (filled dots), which is more complicated to use, however. 

In Figure 3 p°i,i; p°u,i and p°i,2; P°u,2 are lower and upper limits, 
based upon the first and second criteria respectively; p°m,\ and p°m,2 

are their mean values; p°cr,i and p° c r ,2 are the exact values obtained by 
numerical back integration from the critical points defined by the first 
and second criteria. These latter values are given here to show the error 
introduced by simple extrapolation methods. The mean values p°m,i and 
P°m ,2 agree remarkably well with p° c r , i and ρ ° σ , 2 . The reaction con
sidered here has pseudo-first-order kinetics and a heat effect suggested by 
gas phase hydrocarbon oxidation. For a specific set of conditions the first 
criterion limits the hot spot to 31.6°C, with p l t l = 0.0135 atm and p U t l = 

0.0197 arm; the second criterion limits ΔΤ to 29.6°C, while p h 2 = 0.0142 
atm and pUt2 = 0.0195 atm. By numerical integration of the system of 
differential equations, what could be called "complete" runaway is ob
tained with pa = 0.0183 atm. 

The above criteria are believed to be of great help in first stages of 
design since they permit a rapid and accurate selection of operating con
ditions before any computer calculations are done. Their application is 
limited, however, to single reactions. Nothing like this is available for 
complex reactions which have many parameters. Complex cases w i l l 
probably always be handled individually. 

Objections may be raised against this model. First, it can be argued 
that the flow in a packed bed reactor deviates from the ideal plug flow 
pattern because of radial variations in flow velocity and mixing effects. 
Second, it is an oversimplification to assume that temperature is uniform 
in a cross section. The first objection led to a development which is 
discussed in the next section, the second to models discussed later. 

One-Dimensional Model w i t h A x i a l M i x i n g . Accounting for the 
velocity profile is practically never done since it immediately complicates 
the computation seriously. In addition very few data are available to date, 
and no general correlation could be set up for the velocity profile (10,11, 
12, 13). The mixing in an axial direction which is caused by turbulence 
and the presence of packing is accounted for by superposing an "effec
tive" mechanism upon the over-all transport by plug flow. The flux 
arising from this mechanism is described by a formula analogous to Fick s 
law for mass transfer or Fourrier's law for heat transfer. The propor
tionality constants are "effective" diffusivities and conductivities. Because 
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1. F R O M E N T Fixed Bed Reactors 7 

of the assumptions involved in their derivation they contain implicitly the 
effect of the velocity profile. This field has been reviewed and organized 
by Levenspiel and Bischoff (14). The principal experimental results con
cerning the effective diffusivity in axial direction are shown in Figure 4 
{12,15,16,17,18,19). 

^ 7 6 1 

V 
ι 4a 

3a 

-

3a 

- 3b 
3a 

.01 10 100 1000 

Figure 4. Axial mixing in packed beds—Peclet vs. Reynolds numbers 
diagram 

Curve 1: McHenry and Wilhelm (15) 
Curve 2: Ebach and White (16) 
Curve 3: Carberry and Bretton (17) 
Curve 4: Strong and Geankoplis (18) 
Curve 5: Cairns and Prausnitz (12) 
Curve 6: Hiby (19) 
Curve 7: Hiby, without wall effect (19) 

For design purposes Pe a based on dp may be considered to lie be
tween 1 and 2. Little information is available on \ e a . Yagi, Kuni i , and 
Wakao (20) determined Xea experimentally, while Bischoff derived it from 
the analogy between heat and mass transfer in packed beds (21). 

The continuity equation for a component A may be written in the 
steady state: 

^ d2c dc 
e a " U s T ~ " r A p B = dz 

and the energy equation: 

(3) 

(4) 

The boundary conditions have given rise to extensive discussion (29, 30, 
31,32). Those generally used are 

US(CQ — C) = — zDe 

dc 
dz 

for ζ = 0 
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8 C H E M I C A L REACTION ENGINEERING 

ç>fuscp(T0 
1 ] - K e a dz (5) 

dc 
dz 

for ζ = L 

This leads to a two-point boundary value problem requiring trial and 
error in the integration. For the flow velocities used in industrial practice 
the effect of axial dispersion of heat and mass upon conversion is negli
gible when the bed depth exceeds about 100 particle diameters (27). 
Despite this the model has received great attention recently, more par
ticularly the adiabatic version. The reason is that the introduction of 
axial mixing terms into the basic equations leads to an entirely new feature 
—namely, the possibility of more than one steady-state profile through the 
reactor (28). 

Indeed, for a certain range of operating conditions three steady-state 
profiles are possible with the same feed conditions, as shown in Figure 5. 
The outer two steady-state profiles are stable, at least to small pertuba-
tions while the middle one is unstable. Which steady state profile w i l l be 
predicted by steady-state computations depends on the initial estimates 
of c and Τ involved in the integration of this two-point boundary value 
problem. Physically this means that the steady state actually experienced 
depends on the initial profile in the reactor. For all situations where the 
initial values are different from the feed conditions transient equations 
must be considered to make sure the correct steady-state profile is pre
dicted. To avoid those transient computations when they are unnecessary, 
it is useful to know a priori if more than one steady-state profile is pos
sible. Figure 5 shows that a necessary and sufficient condition for unique
ness of the steady-state profile in an adiabatic reactor is that the curve 

T(L) T(L) 

Figure 5. One-dimensional tubular reactor with axial mix
ing. Outlet vs. inlet temperature. 
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1. F R O M E N T Fixed Bed Reactors 9 

tin = / [ i ( L ) ] has no hump. Mathematically this means that Equation 6 

g - P e ' a ^ + / ( T ) = 0 (6) 

where z' = \- Pe' t t = γτ— 

a n d / ( D = Ρ Β ( Τ Λ ί - Γ ) e x p ^ l -

has no bifurcation point, whatever the length of the reactor. This led 
Luss and Amundson (29) to the following conditions: 

Sup\f'(T) - PeV/4] < 0 (7) 

T0<T < Tad 

which can be satisfied by diluting the reaction mixture. 
Another way of realizing a unique profile is to limit the length of the 

adiabatic reactor so that 

Sup[f(T) - PeV/4] < μι (8) 

To < Τ < Tad 

where μι is the smallest positive eigenvalue of 

Av + [LV = 0 (9) 

and where v(z) is the difference between two solutions Τχ(ζ) and T2(z). 
Uniqueness is guaranteed only if the only solution to Equation 9 is v(z) 
= 0. 

When applied to a first-order irreversible reaction carried out in an 
adiabatic reactor these conditions lead to Equations 10 and 11, 
respectively. 

oU jE(Tad - T0\ \ [ Ε / ToY] u*L* ^ A 

or < μ ι (11) 

where Tad — T0 = C0 is the adiabatic temperature rise and Tv 

PfCp 

is the value for Τ for which f(T) becomes a maximum. 
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10 C H E M I C A L REACTION ENGINEERING 

A sufficient but not necessary condition for Equation 10 is that 

W-0-TaiT0
 T ° - 1 ( 1 2 ) 

or γβ < 1 

Luss later refined these conditions (30) and arrived at: 

(T - T.) d ln/^T) < 1 (13) 

The magnitude of the axial eflFective diffusivity determines which of the 
two conditions, Equations 7 or 13, is stronger. For a first-order irre
versible reaction carried out in an adiabatic reactor Equation 13 leads to 

ρ m rp rp rp 

lad - lo < .jad β < 4 £ ^ 
RT0 T0 ~ T0 T0 

which is far less conservative than Equation 12, based on Equation 7. 
For adiabatic operation Hlavacek and Hoffman (31) found: 

Ε Tgd Τ ρ 4 /-ι r\ 
RT0' To ^l-4/(E/RT0) K ' 

They also defined necessary and sufficient conditions for multiplicity, for 
a simplified rate law of the type Barkelew used and equality of the Peclet 
numbers for heat and mass transfer. 

The necessary and sufficient conditions for multpilicity, which must 
be fulfilled simultaneously are: 

( 1 ) The group · - — A ^ J C ° = y β has to exceed a certain value. 
til ο PfCpl ο 
Lk ρ 

(2) The group — — = Da has to lie within a given interval. 
u8 

(3) The Peclet number based on reactor length has to be lower 

than a certain value. 
From a numerical study Hlavacek and Hofmann derived the results 

represented in Figure 6. This figure illustrates clearly that the range 
within which multiple steady states can occur is very narrow. It is true 
that, as Hlavack and Hofmann calculated, the adiabatic temperature rise 
is sufficiently high in ammonia-, methanol-, and oxo synthesis and in 
ethylene-, naphthalene-, and o-xylene oxidation. None of these reactions 
is carried out in adiabatic reactors, however, much less in multibed adia
batic reactors. According to Beskov (mentioned by Hlavacek and Hof
mann ) in methanol synthesis the effect of axial mixing would have to be 
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1. F R O M E N T Fixed Bed Reactors 11 

Figure 6. One-dimensional tubular reactor with axial mixing. 
Multiplicity of steady states. Relation between Peclet, Dam-
kohler, and βγ group according to Hlavacek and Hofmann (31). 

taken into account when Pe ' a < 30. In industrial methanol synthesis 
reactors Pe ' a is of the order of 600 or more. In ethylene oxidation Pe ' a 

would have to be smaller than 200 for axial effective transport to be of 
some importance, but in industrial practice Pe ' a exceeds 2500. Therefore, 
the length of industrial fixed bed reactors removes the need for reactor 
models including axial diffusion and the risks involved with multiple 
steady states, except perhaps for very shallow beds. In practice, shallow 
catalytic beds are only encountered in the first stage of multibed adia
batic reactors. One may question if very shallow beds can be described 
by effective transport models in any event. The question remains as to 
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12 C H E M I C A L REACTION ENGINEERING 

whether shallow beds really exhibit multiple steady states. The answer 
probably requires a completely different approach, based on a better 
knowledge of the hydrodynamics of shallow beds. In our opinion there 
is no real need for further detailed study of the axial transport model; 
there are several other effects, more important than axial mixing, which 
must be accounted for. 

T w o Dimensional Pseudo-Homogeneous Models. The one-dimen
sional models discussed so far neglect the resistance to heat and mass 
transfer in the radial direction and therefore predict uniform tempera
tures and conversions in a cross section. This is obviously a serious sim
plification when reactions with a pronounced heat effect are involved. 
For such cases there is a need for a model that predicts the detailed 
temperature and conversion pattern in the reactor so that the design can 
be directed towards avoiding eventual detrimental over-temperatures on 
the axis. This then leads to two-dimensional models. The model discussed 
here uses the effective transport concept to formulate the flux of heat or 
mass in the radial direction. This flux is superposed upon the transport 
by over-all convection, which is of the plug flow type. 

Figure 7. 

Curve 1: 
Curve 2: 
Curve 3: 
Curve 4: 
Curve 5: 

Radial mixing in packed beds—Peclet vs. Reyn
olds numbers diagram 

Fahien and Smith (34) 
Bernard and Wilhelm (32) 
Dorrweiler and Fahier (33) 
Plautz and Johnstone (40) 
Hiby (19) 

Since the effective diffusivity is determined mainly by the flow char
acteristics, packed beds are not isotropic for effective diffusion so that 
the radial component is different from the axial mentioned above. Ex
perimental results concerning Der are shown in Figure 7 (19, 32, 33, 34, 
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1. F R O M E N T Fixed Bed Reactors 13 

0 200 400 600 800 
Re 

Figure 8. Heat transfer in packed beds. Effective thermal conduc
tivity as a function of Reynolds number. 

Curve 1: Coberly and Marshall (37) 
Curve 2: Campbell and Huntington (36) 
Curve 3: Calderbank and Pogorsky (35) 
Curve 4: Kwong and Smith (38) 
Curve 5: Kunii and Smith (39) 

40). For practical purposes Pe r may be considered to lie between 8 and 
10. When the effective conductivity, \ e r , is determined from heat transfer 
experiments in packed beds it is observed that \ e r decreases strongly near 
the wall . It is as if a supplementary resistance is experienced near the 
wall , which is probably caused by variations in the packing density and 
flow velocity. Two alternatives are possible: either to use a mean \ e r or 
to consider \ e r constant in the central core and introduce a new coefficient 
accounting for the heat transfer near the wall , aWy defined by 

OLw(TR - Tw) = -\er(dT/dr) 

When it is important to predict point values of the temperature with the 
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14 C H E M I C A L REACTION ENGINEERING 

greatest possible accuracy, the second approach is preferred, so that two 
parameters are involved to account for heat transfer in the radial 
direction. 

Figures 8 and 9 show some experimental results for \ e r and aw. 
The data for aw are very scattered. Recently De Wasch and Froment (6) 
obtained data which are believed to have the high degree of precision 
needed to predict accurately severe situations i n reactors (investigated 
Re range: from 30 to 1000). The correlations for air are of the form: 

0.0025 
A e r " λ e r ^ 1 + 4 6 ( d P M ) 2 6 

0.01 Ibdt Re 

where A° e r and a°w are static contributions, dependent on the type and 

1001 

I 1 I ι ι ι ι ι J 

100 200 400 600 1000 

dp G 

Figure 9. Heat transfer in packed beds. Wall heat transfer co
efficient vs. Reynolds number. 

Curve 1: Coberly and Marshall (37) 
Curve 2: Hanratty (cylinders) (42) 
Curve 3: Hanratty (spheres) (42) 
Curve 4: Yagi and Wakao (44) 
Curve 5: Yagi and Kunii (43) 
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1. F R O M E N T Fixed Bed Reactors 15 

size of the catalyst. The correlation for aw is of an entirely different form 
from those published until now, but it confirms Yagi and K u n i i s theoreti
cal predictions (43). Since both solid and fluid are involved in heat 
transfer, λ Γ Γ is usually based on the total cross section and therefore upon 
the superficial velocity, in contrast with Der. This is reflected in Equation 
14 (below). 

Yagi and Kuni i (41,43) and K u n i i and Smith (39) have set up heat 
transfer models which allow one to predict A e r and aw from basic data. 
They distinguish between a static contribution which contains all the 
mechanisms not involving flow, such as conduction through solids, bulk 
fluid and stagnant fluid, radiation and a dynamic contribution, depending 
only upon the flow conditions. 

The continuity equation for the key reacting component and the 
energy equation can now be written for a single reaction and steady state 

^dr2 r br J s £ M τζτ + — ~ « . ΞΖ - PB^-A = 0 \dr* ~r ~~dr ) ~ w ' dz 
(14) 

. (d*T . 1 dT\ dT . A m -
H * 5 " + Τ ~dr~) ~ U*'C» "ai - Ρ Β ( - Δ # ) R * = 0 

with boundary conditions : 

at z = 0 0 < r < RT 

at r = 0 and r = RT all —> ζ 

at r = 0 

c = c„ 
Τ = T0 

dc/dr = 0 

dT/dr = 0 

dT/dr = (TK- TW) at r = RT 

Ker 

The term accounting for the effective transport in the axial direction has 
been neglected in this model for the reasons given above. This system of 
nonlinear second-order partial differential equations was integrated by 
Froment using a Crank-Nicolson procedure (45, 46). A computational 
scheme claimed to be faster was presented recently by L i u (47). 

Froment used this model to simulate a multitubular fixed bed reactor 
for a reaction which involved yield problems and was fairly representative 
of hydrocarbon oxidation. Figure 10 illustrates the importance of radial 
gradients, even for a mild situation and a tube diameter of only 2.54 cm. 
These calculations revealed great sensitivity of the reactor performance 
with respect to Der. These conclusions were confirmed by Carberry and 
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1 6 C H E M I C A L REACTION ENGINEERING 

White (48). Therefore, it does not seem worthwhile refining our data 
on Der any further. 

Figure 1 1 compares predictions based upon the present model with 
those based on the basic one-dimensional model discussed previously. 
For drastic situations the difference is quite significant. For such a com
parison to be valid and reflect only the effect of the model itself the 
over-all heat transfer coefficient U of the one-dimensional model has to 
be derived from ker and aw as indicated by Froment (45,46). Beek (49) 
and Kjaer (50) have also discussed features of this model. 

T 0 =357°C 

I ι ι ι ι J 
0 .2 4 .6 .8 1.0 

χ R. 
Figure 10. Two-dimensional pseudo-homogene

ous model. Radial temperature profiles. 
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1. F R O M E N T Fixed Bed Reactors 17 
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18 C H E M I C A L REACTION ENGINEERING 

The present model could be refined by introducing a velocity pro
file. This was done by Valstar (51) who used the velocity profiles of 
Schwartz and Smith (10) which exhibit a maximum at 1.5 dp of the wall . 
Valstars exploratory calculations indicate that the influence of the 
velocity profile is worth considering. Progress in this field w i l l require 
more extensive basic knowledge of the packing pattern and hydro
dynamics of fixed beds. 

This discussion of the tubular reactor with radial mixing is based 
on a continuum model leading to a system of differential equations with 
mixing effects expressed in terms of effective diffusion or conduction. A 
different approach considers the bed to consist of a two-dimensional net
work of perfectly mixed cells with two outlets to the subsequent row of 
cells. Alternate rows are offset half a stage to allow for radial mixing. 
In the steady state a pair of algebraic equations must be solved for each 
cell. This model was proposed by Deans and Lapidus (52) and applied 
by McGuire and Lapidus (53) to non-steady-state cases. Agnew and 
Potter (54) used it to set up runaway diagrams of the Barkelew type. In 
fact, the model is not completely analogous to the one discussed above 
since it considers heat to be transferred only through the fluid. It is clear 
already from the correlations for ker given above that this is a serious 
simplification (as illustrated below). More elaborate cell models with a 
coupling between the particles to account for conduction or radiation, are 
possible, but the computational problems become overwhelming. The 
effective transport concept keeps the problem within tractable limits. 

The possibilities of present day computers are such that there is no 
longer any reason for not using two-dimensional models for steady-state 
calculations, provided the available reaction rate data are accurate 
enough. The one-dimensional model w i l l continue to be used for on-line 
computing and process control studies. 

Heterogeneous Models 

For rapid reactions with an important heat effect it may be necessary 
to distinguish between conditions in the fluid and on the catalyst surface 
or even inside the catalyst. As before the reactor models may be either 
one- or two-dimensional. 

One Dimensional Model Accounting for Interfacial Gradients. For 
a singlet reaction carried out in a cylindrical tube and with the restric
tions already mentioned for the basic case, the steady-state equations are: 

F luid k0av(c - c/) (16) 

UsÇfCp 

dT 
dz 

hfav(Ts
8 - T) - 4 (T - Tw) (17) 
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1. F R O M E N T Fixed Bed Reactors 19 

Solid P B ^ A = k„av(c — c.') 

(-AH) P B r A = hja,(T.' - T) 

(18) 

(19) 

with boundary conditions: c = ca 

Τ = T0 

at ζ = 0 

This model does not provide any axial coupling between the particles. 
Consequently, heat is transferred axially only through the fluid. 

In industrial fixed bed reactors the flow velocity is generally so high 
that the temperature drop and concentration drop over the film sur
rounding the catalyst is small in steady-state operation. This may not be 
true with very exothermic and fast reactions involving a component of 
the catalyst or deposited on the catalyst such as encountered in catalyst 
regeneration by burning off coke or in catalyst reoxidation as sometimes 
required in ammonia synthesis or steam-reforming plants. 

1 1—ι—1 1 I ι II ι 1—ι— ι ι ι η 1 1—ι—1 1 1 1 1 

-

14 

-

1 1 1 1 1 1 I 1 1 1 1 1 I ι 1 1 1 1 1 1 1 1 1 1 

2b ^ | 

1 1 1 1 1 1 1 1 

7 
1 

10* 

10" 

10-2 
10 10 \0C 

Re 
d pG 

Figure 12. Mass transfer between a fluid and a bed of particles 
Curve 1: Gamson et al. (56), Wilke and Hougen (57) 
Curve 2: Taecker and Hougen (a) Berl saddles (b) Rashig rings 
Curve 3: McCune and Wilhelm (59) 
Curve 4: Ishino and Otake (60) 
Curve 5: Bar Ilan and Resnick (61) 
Curve 6: deAcetis and Thodos (62) 
Curve 7: Bradshaw and Bennett (63) 
Curve 8: Hougen (64), Yoshida, Ramaswami, and Hougen (65) 
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20 C H E M I C A L REACTION ENGINEERING 

Figures 12 and 13 show most of the correlations available to date for 
kg and hf (55). Except perhaps for the most stringent conditions these 
parameters are now defined with sufficient precision. The distinction 
between conditions in the fluid and on the solid leads to an essential 
difference with respect to the basic, one-dimensional model—namely, the 
problem of stability, which is associated with multiple steady states. 

.OIL 
10 20 30 50 100 1000 10000 

Re = 
_ dpG 

Figure 13. Heat transfer between a fluid and a bed of 
particles 

Curve 1: Gamson et al. (56), Wilke and Hougen (57) 
Curve 2: Baumeister and Bennett (a) for dt/dP > 20 (b) mean 

correlation (66) 
Curve 3: Glaser and Thodos (67) 
Curve 4: de Acetis and Thodos (62) 
Curve 5: Sen Gupta and Thodos (68) 
Curve 6: Handley and Heggs (69) 

This aspect was studied first independently by Wicke (73) and by 
Shean-Lin-Liu and Amundson (70-72). They compared the heat pro
duced in the catalyst, which is a sigmoid curve when plotted as a func
tion of the particle temperature, with the heat removed by the fluid 
through the film surrounding the particle, which leads to a straight line. 
The steady state for the particle is given by the intersection of both lines. 
For a certain range of gas and particle temperatures three intersections 
and therefore three steady states are possible. From a comparison of the 
slopes of the sigmoid curve and the straight line in these three points it 
follows that the middle steady state is unstable to any perturbation, while 
the upper and lower are stable to small perturbations but not necessarily 
to large ones. Hence, when multiple steady states are possible, the steady 
state the particle actually operates in also depends on its initial tempera
ture. When this is extended from a particle to adiabatic reactor, the 
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1. F R O M E N T Fixed Bed Reactors 21 

concentration and temperature profiles are determined not only by the 
feed conditions but also by the initial solid temperature profile from 
which the reactor was started up. If this is not equal to the fluid feed 

z(m) 
Figure 14. One-dimensional heterogeneous model 
with interfacial gradients. Unique steady-state case; 

p 0 = 0.007 atm; T 0 = 449°C. 

2 (m) 

Figure 15. One-dimensional heterogeneous 
model with interfacial gradients. Ή on-unique 
steady-state case; p 0 = 0.15 atm; T D = 393°C; 

T g = initial: A ^ 393°C. B: 560°C. 
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22 C H E M I C A L REACTION ENGINEERING 

temperature, transients are involved. The design calculations would then 
have to be based upon the Reactions 16-19 complete with non-steady-
state terms. Figures 14 and 15 illustrate this for an adiabatic reactor (70, 
71, 72). Figure 14 shows a situation with a unique steady-state profile. 
In Figure 15 the gas is first heated along the lower steady state and then 
jumps to the upper steady state as soon as its temperature exceeds 480°C. 
The higher the initial temperature profile, the earlier the profile jumps 
from the lower to the higher steady state. From a comparison with the 
unique steady-state case of Figure 14 it follows that the shift from one 
steady state to another leads to temperature profiles which are much 
steeper. The reactor of Figure 15 may be unstable while the reactor of 
Figure 14 is stable, which does not exclude parametric sensitivity and 
runaway, as discussed earlier, however. 

Are these multiple steady states possible in practical situations? 
Inspection of Figures 14 and 15 shows that the conditions chosen for the 
reaction are rather drastic. It would be interesting to correlate the limits 
on the operating conditions and reaction parameters within which mul
tiple steady states could be experienced. These limits w i l l probably be 
extremely narrow so that the phenomena discussed here would be limited 
to special reactions or to localized situations in a reactor, which would 
probably have little effect on its over-all behavior. 

One-Dimensional Model Accounting for Interfacial and Intrapar-
ticle Gradients. When the resistance to mass and heat transfer inside the 
catalyst particle is important, the rate of reaction is not uniform through
out the particle. Equations 16-19 then no longer adequately describe the 
system. It must be completed with equations describing the concentra
tion and temperature gradients inside the particle; the complete set may 
be written as: 

F l u i d : 

kgdv{C Cs) (16) 

- Tw) (17) 

Solid: 

(21) 

h. J^im d T ' \ 
ξ 2 άξ \* ) 

- ç.(-AH) rA(cs, To) = 0 (22) 
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1. F R O M E N T Fixed Bed Reactors 23 

with boundary conditions 

c = C0 

Τ = To 

dcs dT, 
dt 

k g(Cs
S - c) = 

at ζ = 0 

^ = ^ = 0 at ξ = 0 

Α,(27 — 71) = — λ, 

dcs 

dï 

dTs 

ξ = b 

ξ = 6 

(23) 

(24) 

(25) 

(26) 

D8 and \ s are the effective diffusivity and conductivity inside the particle. 
Numerical values for Ds are given in Satterfield and Sherwood's book on 
diffusion in catalysis (74, 75). Equations 21 and 22 form a pair of second-
order nonlinear differential equations which must be integrated at each 
node of the computational grid used in integrating the fluid field equa
tions ( 16 and 17 ). This is feasible on present day computers but is still 
very lengthy. The computations may be simplified with the help of the 
effectiveness factor concept. In its classical sense η is a factor which 
multiplies the rate at the particle surface conditions to give the rate 
actually experienced when not all the reactant is converted at those 
surface conditions. The effectiveness factor η is expressed as a function 
of a modulus which is related to the ratio of the reaction rate at surface 
conditions to the mass transfer rate towards the inside of the particle. 
The use of this concept in essence permits the separate integration of 
Equations 21 and 22. The system is now reduced to Equations 16 and 17 
with boundary condition (Equation 23) while Equations 21-22 and 
25-26 are reduced to the algebraic equations: 

kgav(c - cs
s) = ηρ ΒΓΑ(ο/, TV) 

hfav(Ts
s - Τ) = ηρ Β ( -Δ£Τ) rA(c/, TV) 

with η = /(c/, TV) 

(27) 

(28) 

Equations 27 and 28 differ only by the factor η from Equations 18 and 19. 
The effectiveness factor depends on the local conditions which are 

introduced through the modulus; therefore, it has to be computed at each 
point of the grid. The saving in computational effort now depends on the 
relation between the effectiveness factor η and the modulus, φ. A n ana
lytical expression is only possible for isothermal particles and simple 
power law rate equations. For a first-order irreversible reaction and an 
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24 C H E M I C A L REACTION ENGINEERING 

isothermal particle the relation between η and φ is: 

η = 3/φ2 (ψ c o t h ψ - ι ) 

where φ = (29) 

For other cases there is little or no gain in using η. Fortunately, even 
with strongly exothermic reactions the particle is nearly isothermal; the 
main resistance inside the pellet is to mass transfer, and the main resist
ance in the film surrounding the particle is to heat transfer. Unt i l recently, 
η had always been expressed as a function of conditions at the particle 
surface—c8

8 and Γ/. When, however, the concept is used with models 
that account for a difference between bulk fluid and particle surface 
conditions, it may be preferable to base the effectiveness factor on bulk 
fluid conditions. The equivalent of Equation 29 then is (for isothermal 
conditions in both film and particle) (74): 

W i t h this version of the concept η in Equations 27 and 28 has to be re
placed by ?y*, and r A has to be expressed as a function of fluid conditions 

In the general case the relation between the effectiveness factor and 
the modulus can be obtained only by numerical integration of Equations 
16-26. The result is shown in Figure 16 (76). W i t h isothermal situations 
η tends to a limit of 1 as φ decreases. W i t h non-isothermal conditions η 
or η* may exceed 1. Curve 1 corresponds to the classical concept with 
Ts

8 = Τ and c8
s = c while Curves 2, 3, and 4 include gradients over the 

film into η, thus leading to 77*. The dotted portion of Curve 4 corresponds 
to a region of conditions within which multiple steady states inside the 
catalyst are possible. The range of parameters leading to this possibility 
is very narrow although it is widened somewhat when the film is included 
into the concept. Consequently, non-unique profiles are possible in the 
reactor. The steady state actually experienced depends on the initial con
ditions, so that transient calculations have to be performed. To avoid 
these when they are unnecessary, recent, considerable effort has gone into 
defining criteria for the uniqueness of the steady state of a particle. The 
reasoning and treatment is entirely analogous to that explained already 
for the tubular reactor with axial mixing. By restricting the treatment to 
the particle itself—the classical approach—Weiss and Hicks ( 78 ) arrived 
at the following condition for uniqueness for a first-order irreversible 

ι * — 
3Sh φ cosh φ — sinh φ 
~φ* φ cosh φ + (Sh/2 - 1) sinh φ 

(30) 

(c,T). 
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1. F R O M E N T Fixed Bed Reactors 25 

reaction : m α<ι τ « Ί? 
I s l s · - J - < 5 (31) 

77 RTS
8 ~ 

or β ·γ < 5 

Luss (30) found that uniqueness is guaranteed for an adiabatic reaction 
in a porous catalyst particle when 

(T. - 7V) < 1 (32) 

for all Τ.· < Γ , < Γ.·"1 
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26 C H E M I C A L REACTION ENGINEERING 

where f(T8) is the expression of the reaction rate as a function of tem
perature—e.g., for a first-order irreversible rate equation: 

This analysis does not include the external film. When applied to a first-
order irreversible reaction, Equation 32 leads to 

βγ < 4 ( Γ . - / Γ / ) (33) 

Even with isothermal conditions in the particle multiple steady states 
may occur when the rate increases with conversion, as may happen with 
some Langmuir-Hinshelwood rate equations. In such cases the condition 
for uniqueness of the concentration profile in the particle is, according 
to Luss 

( c > _ C s . ) l i ^ £ ) < l (34) 
dcs 

for all c8
8 > c8 > cs

ad 

Recently Cresswell (79) and McGreavy and Thornton (80) included the 
film in their analysis of the multiplicity of solution. Clearly, when the film 
is included, multiple steady states are possible even with isothermal situ
ations, no matter what the kinetics are. Cresswell came to the following 
criterion for uniqueness: 

E_ c(-AH) Ds / N u c ( - A f f ) DA 
RT' \8T ^ \Sh \0T ) 

or γβ < 8(Nu/Sh + β) (35) 

where Τ and c are the temperature and concentration in the bulk fluid 
surrounding the particle considered. W i t h the large ratio of Sh/Nu found 
in practice it is apparent that Nu//?Sh ^ 1, even for small values of β, 
so that Equation 35 can be simplified into: y < 8. CresswelFs work shows 
that even when the film is included, the region in which multiple solu
tions can occur is very narrow. The range of parameters investigated 
seems realistic (y: 10-40; β: 0-0.1; N u : 0.1-10; Sh: 100-500). Luss and 
Lee (81) developed a method for obtaining stability regions for the var
ious steady states, based on the knowledge of the steady-state profiles. 
Thus, it is possible to predict which steady state a particle w i l l tend to
ward, starting from given initial conditions. This whole field of unique
ness and stability has been reviewed recently by Aris (82). 
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1. F R O M E N T Fixed Bed Reactors 27 

As mentioned previously the possibility of multiple steady states com
plicates the design of the reactor seriously. Transient computations have 
to be performed to ensure the correct steady-state profile throughout the 
reactor is predicted. Another way would be to check the possibility of 
multiple steady states on the effectiveness factor chart for every point in 
the reactor. This would, in principle, require an infinite set of such charts, 
because β and y vary throughout the reactor. McGreavy and Thornton 
(80) reformulated the problem to enable a single graph to be used for 
the whole reactor and to reduce the effectiveness factor curve to a single 
point in the new chart. For this purpose they introduced a new parameter 

θ = (dp/2)V(Açs/D8) 

which replaces the Thiele modulus and is based on the preexponential 
factor A rather than on the rate coefficient itself. Another convenient 
group is 

g = (-AH) cDsR 
y N u dph/E 

6 

T Nu 
•ΙΟ5 

Figure 17. Tubular reactor with interfacial and intraparticle gra
dients. c-T phase plane and region of multiple steady states. 

For a given system this group depends only on the reactant concentration 
in the fluid. Therefore, it is an implicit function of axial position. Taking 
advantage of the fact that the particle is generally isothermal, a relatively 
simple formula for the bounds on the fluid temperature within which 
multiple steady states may occur can be derived. It is represented graph-
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28 C H E M I C A L REACTION ENGINEERING 

ically in Figure 17. W i t h a reactant concentration corresponding to a 
β/yNu value of 8 χ 10~5, for example, multiple steady states are pos
sible when the gas temperature is between 265° and 320 °C. Figure 17 
is essentially a c-T phase plane and allows a trajectory through the re
actor to be plotted. When a trajectory intersects the non-unique region, 
multiple profiles are possible. Figure 17 shows a trajectory for adiabatic 
conditions which just intersects the zone. In the corresponding reactor 
zone the temperature may jump to the higher steady state, but since the 
region is very narrow, it is possible that instabilities w i l l be damped. As 
soon as conditions are no longer adiabatic, only unique profiles are pos
sible in the example considered. Since McGreavy and Thornton really 
used a two-dimensional model for the reactor in the non-adiabatic case, 
Figure 17 shows longitudinal profiles in the axis and at the wall . The 
parameter values used appear to be realistic although rather drastic. 

Two-Dimensional Heterogeneous Models. In the last couple of years 
attempts have been made to develop two-dimension heterogeneous mod
els. McGreavy and Cresswell proceeded by adding to the one-dimen
sional model accounting for interfacial and intraparticle gradients (dis
cussed above) the terms accounting for radial heat and mass transfer 
in the bed {76). From an inspection of the equations it is clear, however, 
that it is assumed that heat transfer in the radial direction occurs only 
through the fluid phase. Figure 8 shows that even for typical industrial 
flow rates the solid and stagnant films contribute at least 25% in the 
radial heat flux. W i t h regard to the extreme sensitivity of the profiles 
to \er (46, 48) the model used by McGreavy and Cresswell can be con
sidered only as a rough approximation. The model by Carberry and 
White (48) is hybrid in the sense that it distinguishes between conditions 
in the gas and on the solid, but nevertheless makes use of the A e r and aw 

concept of Yagi and K u n i i and Kuni i and Smith, which lumps gas and 
solid (explained before). 

To account correctly for heat transfer through the solid the equations 
concerning the solid should not be limited to a single particle as is gen
erally done; they should be extended to the complete cross section occu
pied by the catalyst. This was done for the one-dimensional model 
(Equations 18 and 19) but without accounting for eventual radial tem
perature gradients. In addition, one must distinguish between the effec
tive thermal conductivity for the fluid phase, \ e r

f and that for the solid 
phase \er

s (84). Strangely enough, this concept of \ e r
f and \ e r

8 was intro
duced as early as 1953 by Singer and Wilhelm (83). A l l subsequent work 
in this field made use of the global \ e r concept, however. The preceding 
considerations led DeWasch and Froment (84) to the following mathe
matical model: 
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1. F R O M E N T Fixed Bed Reactors 29 

de n / d*c 
r Br) 

kgav(c — c,*) 

dT , J d*T , ι ΘΤ \ . ( T , m (36) 

fc„a„(c — c.*) = ηρΒ»Ά 

/ Λ2Τ 1 dT \ 
h,av{T,' — Γ ) = η ρ Β ( - Δ ί Ο r A + + - - ^ J 

with boundary conditions 

c = c0 
at 2 = 0 

at r = 0 all ζ 

all ^ 

Τ = T0 

dc/dr = 0 

d!T/dr = dT8/dr = 0 

dc/dr = 0 at r = β* 

α^(Γ« — Γ ) = \eAàT/dr) 

<xw*(Tw - Γ .) = \er°(dTs/dr) 

The distinction between solid and fluid also appears in the boundary 
conditions for heat transfer at the wall . There are several possibilities 
for the boundary condition for the "solid" phase at the wall . The simplest 
is to set the temperature of the solid equal to that of the wal l itself. A 
better approximation is to consider the temperature profile in the "solid" 
phase to be linear near the wal l (d 2 T 8 /5r 2 = 0) . Still another possibility 
is to use a boundary condition for the "solid" analogous to that for the 
fluid. 

These different possibilities and the numerical values to be given to 
the parameters are discussed by DeWasch and Froment. Figure 18 shows 
radial mean temperature profiles through a reactor for the three boundary 
conditions discussed above and no intraparticle resistance (η = 1). The 
influence of the boundary condition is obviously quite important. The 
boundary conditions for the "solid phase" d2T8/dr2 = 0 and aw

s(Tw — T8) 
dT 

= ker* lead to results which are in excellent agreement. Assuming no 
heat transfer through the solid predicts far too important hot spots. Such 
a model is no improvement at all with respect to the two-dimensional 
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30 C H E M I C A L REACTION ENGINEERING 

0.25 0.50 0.75 
Z ( m ) 

Figure 18. Two-dimensional heterogeneous model. Radial mean tem
perature as a function of bed length. Comparison with other models. 
Curve 1: Basic pseudo-homogeneous one-dimensional model 
Curve 2: One-dimensional heterogeneous model with interfacial gradients 
Curve 3: Two-dimensional pseudo-homogeneous model 
Curve 4: Two-dimensional heterogeneous model. Boundary conditions as in 

Ref. 36. 
Curve 5: Two-dimensional heterogeneous model. Boundary condition at the 

wall: = 0. 
Curve 6: Two-dimensional heterogeneous model. Boundary condition at the 

wall: te = tw. 
Curve 7: Two-dimensional heterogeneous model. Radial heat transfer only 

through the fluid [McGreavy and Cresswell (76)]. 

pseudo-homogeneous model discussed earlier. For the conditions used 
in these calculations the solid temperature exceeds the gas temperature 
only by 1° or 2° C . This is generally the case in industrial reactors. 

Conclusion 

Before 1960 little more than the basic pseudo-homogeneous model 
had been investigated. Owing to the increasing possibilities of computers 
the modelling of fixed bed catalytic reactors has been a rapidly developing 
field in the last decade. Models with more and more complexity have 
been set up and compared with more elementary ones so that it became 
possible to assess the effect of simplifying assumptions on the predicted 
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1. F R O M E N T Fixed Bed Reactors 31 

results. This has now paved the way to judicious model reduction which 
would lead to models sufficiently accurate and simple to be used in tran
sient simulation and process control—a field in which the application of 
the recent complex models is still out of the question. Finally, it is hoped 
that model studies and analysis of phenomena in reactors w i l l be based 
on real data and real reactor configurations so that a bridge can be laid 
between researchers in the field and those involved in design and oper
ation of reactors. 

Nomenclature 

A preexponential factor in Arrhenius law 
Ap external surface area of a particle ( m s

2 ) 
av particle surface area per unit bed volume (m s

2 /m 3 ) 
b particle radius ( m s ) 
c concentration of reference component A in the fluid (kmoles/ 

m 3 f l ) 
c0 inlet concentration in fluid ( id ) 
c8 concentration on the surface of the particle ( id) 
DA molecular diffusivity ( m 3 fl/m hr ) 
Dea, Der effective diffusivities in axial and radial direction ( m 3 fl/m hr) 
Ό s effective diffusivity inside the particle ( m 3 fl/ms hr) 
dp particle diameter ( m s ) 
dt tube diameter ( m ) 
Ε activation energy (kcal/kmole) 
G mass flow velocity (superficial) (kg/m 2 hr) 
hf film heat transfer coefficient (kcal/m s

2 hr ° C ) 
( — ΔΗ) heat of reaction (kcal/kmole) 

jn = ^ S c 2 / 3 

U = - ^ P r 2 / 3 

k0 first order reaction velocity coefficient at inlet temperature 
( m 3 fl/kg catalyst hr) 

k(T8
s) idem at catalyst surface temperature ( id) 

kg film mass transfer coefficient ( m 3 fl/ms
2 hr ) 

L reactor length (m) 
N u Nusselt number for film heat transfer = hfdp/\g 

ρ partial pressure ( atm ) 
Pe r t Peclet number for effective mass transfer in axial direction 

based on particle diameter, d p M { / D e a 

Pe'a idem, but based on reactor length UiL/Dea 

Pe r Peclet number for effective mass transfer in radial direction, 
Uidp/D€r 

Pr Prandtl number ορμ/λ9 

rA rate of reaction based on component A (kmoles/kg catalyst hr) 
r radial coordinated (m) 
R gas constant (kcal/kmole, °K) 
Rt tube radius (m) 
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32 C H E M I C A L REACTION ENGINEERING 

Sc Schmidt number, μ/ΡίΌΑ 

Re Reynolds number, dpG/μ 
Sh Sherwood number for film mass transfer, kgdp/DA 

TR bed temperature at radius R ( °C or °K) 
Τ fluid temperature ( idem ) 
Τ s solid temperature ( idem ) 
T8

S temperature at surface of particle ( idem ) 
T0 inlet fluid temperature ( idem ) 
Tw wall temperature ( idem ) 
Tad adiabatic temperature ( idem ) 
U global heat transfer coefficient (kcal/m 2 hr ° C ) 
u8 superficial velocity ( m 3 fl/m2 hr) 
Ui interstitial velocity (m/hr) 
Vp volume of a particle ( m 3 ) 
ζ axial coordinate (m) 
z' dimensionless axial coordinate = z/L 
aw wall heat transfer coefficient (kcal/m 2 hr ° C ) 
aw

8 wall heat transfer coefficient for solid phase ( idem ) 
aj wal l heat transfer coefficient for fluid phase ( idem ) 

β group: - in Ref. 12; e ' ' ^ D ' i n Ref. 

Q7 c(-AH)Ds . 
31; — - — — = r ^ — m Ref. 35 

€ void fraction of the bed (m 3 /m 3 ) 
γ group: E/RT0 in Ref. 12; E/RT8

S in Ref. 31; E/RT in Ref. 35 
Ka,Kr effective thermal conductivity in axial and radial direction 

(kcal/m hr ° C ) 
λ8 solid thermal conductivity ( idem ) 
\ c r

f effective thermal conductivity for the fluid phase only (idem) 
Xer8 effective thermal conductivity for the solid phase only ( idem ) 
μ dynamic viscosity (kg/m hr) 
Pf fluid density ( kg/m 3 fl ) 
PB catalyst bulk density (kg catalyst/m 3) 
ps catalyst density (kg catalyst/m s

3) 
ζ coordinate inside the particle (m s ) 
η effectiveness factor based on particle only 
η* effectiveness factor including the film 

Φ Thiele modulus = ( V p / A p ) | / ^ ^ for a first-order reaction 
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Contributed Papers 

A Mathematical M o d e l for Simulating the Behavior of Fauser
-Montecatini Industrial Reactors for Methanol Synthesis 

A. C A P P E L L I , A. C O L L I N A , and M . D E N T E , 1 Montecatini Edison, Direzione 
Centrale delle Ricerche, Milano, Italy 

This paper describes a mathematical model for simulating industrial 
reactors of Fauser-Montecatini type for methanol synthesis. These re
actors consist of quasi-adiabatic catalytic layers, with indirect cooling 
between one layer and the next, and of a final non-adiabatic layer with 
tubes immersed in the catalyst. The model has the main features dis
cussed below. 

The chemical reactions considered are: 

CO + 2H2 CH3OH 

CO2 + H2 CO + H2O 

The kinetic equation of the first reaction, studied by Natta et al. (1, 2, 3, 
4, 5) has been modified on the basis of new experimental data to take 
into account the presence of C O 2 in the reacting gas and is of the type: 

Under synthesis conditions the rate of the second reaction is relatively 
high; hence, it has been assumed that for this reaction the conditions of 
thermodynamic equilibrium are reached at the catalyst surface. This 
reaction is significant, particularly in cases where the gas flowing into 
the reactor has a relatively high CO2 content according to the present 
tendency for industrial plants. 

Owing to the presence of this reaction, the phenomena of mass and 
heat transfer between the gas and the surface of the catalyst, which would 
be negligible on the basis of the main reaction only, are important and 
thus taken into account. Deviations from ideal behavior are estimated 

1Politecnico di Milano, Ist. di Chimica Industriale, Milano, Italy. 
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36 C H E M I C A L REACTION ENGINEERING 

by introducing fugacity coefficients and using suitable corrections in 
calculating the enthalpies of the mixtures (6, 7, 8, 9, 10). The effects of 
the diffusion of reagents and products within the porous catalyst are cal
culated without applying the simplified estimates generally used for 
complex kinetic reactions (11, 12, 13, 14). In this case, in view of the 
presence of a reaction influenced by the equilibrium and since low effi
ciency factor values are expected, it was considered preferable to evaluate 
this coefficient by solving numerically the differential equation which 
describes the diffusion phenomena. This equation, in integral form, has 
been solved by successive approximations, introducing a suitable nor
malizing factor to hasten convergence (J5, 16). O n the basis of the 
mathematical model described a calculation program in Fortran V has 
been prepared for a U n i vac 1108 computer. The program, set down ac
cording to modular technique, can be modified easily to simulate reactors 
in which cooling between one layer and the next is achieved with cold 
reacting gas. The calculation time for checking a reactor with four 
adiabatic plus one non-adiabatic layer is about 1 minute. This calcula
tion program is currently used to check the operation of synthesis reactors 
in various Montecatini-Edison plants. Moreover, it may be used con
veniently for design calculations. 

W e report experimental and calculated data of a test carried out in 
a small capacity industrial reactor with the following operating conditions: 

Total feed flow-rate: 26245 Nm 3 /hr 
Pressure: 254 arm 
Composition of the gas at 

11.20% the reactor inlet: C O 11.20% 
C H 3 O H 0.11 
H 2 65.46 
H 2 0 0.15 
C H 4 13.75 
N 2 7.72 
c o 2 1.60 

Inlet temperature to the 1st layer: 335 °C 
2nd layer 369 
3rd layer 368 
4th layer 364 
last layer 368 

The compositions of the gas going out from each layer, compared with 
the experimental values, are given in Table I. 

The production measured experimentally is 25.6 tons/day, and the 
calculated production is 25.7 tons/day. The model appears capable of 
supplying results which agree well with the experimental data, and in 
particular the hypothesis of considering the conversion reaction at equi-
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CAPPELLi E T A L . Methanol Synthesis 37 

Table I. Calculated and Experimental Gas Composition Values 

Layer 

1st 2nd 3rd 4th 5th 

C O exp. 
calc. 

10.85 
10.99 

10.46 
10.70 

10.05 
10.22 

9.64 
9.65 

9.15 
9.11 

CH30H exp. 
calc. 

1.11 
0.93 

1.61 
1.48 

2.14 
2.15 

2.55 
2.90 

n.d. 
3.15 

co 2 exp. 
calc. 

1.08 
1.20 

1.09 
1.09 

1.11 
1.07 

1.17 
1.07 

1.33 
1.43 

C H 4 exp. 
calc. 

13.98 
13.98 

14.10 
14.13 

14.25 
14.31 

14.50 
14.52 

14.65 
14.59 

librium and the modification made to Nattas kinetic equation appear 
justifiable. 

This model can be improved along the following lines, which are 
now being pursued: 

(a) Introduction of empirical kinetic equations which describe the 
formation of methane and dimethyl ether. 

(b) Modifications to perform reactor simulations with cooling by 
direct injection of fresh gas. 

Finally, the same model can be used to perform optimization calcu
lations in the industrial reactor design stage. 

(1) Natta, G., Pino, P., Mazzanti, G., Pasquon, I., Chim. Ind. (1953) 35, 705. 
(2) Natta, G., "Catalysis," P. H. Emmet, Ed., Vol. 3, p. 345, Reinhold, New 

York, 1955. 
(3) Natta, G., Mazzanti, G., Pasquon, I., Chim. Ind. (1955) 37, 1015. 
(4) Cappelli, Α., Dente, M., Chim. Ind. (1965) 47, 1068. 
(5) Pasquon, I., Dente, M., J. Catalysis (1962) 1, 508. 
(6) Perry, J., "Chemical Engineers Handbook," McGraw-Hill, New York, 

1963. 
(7) Hougen, O., Watson, K., "Chemical Process Principles," Wiley, New York, 

1959. 
(8) Hamming, R. W., "Numerical Methods for Scientists and Engineers," 

McGraw-Hill, New York, 1962. 
(9) Newton, R., Ind. Eng. Chem. (1935) 27, 302. 

(10) Clayton, J., Gianque, W., Ind. Eng. Chem. (1932) 54, 2610. 
(11) Kramers, H., Westerterp, K. R., "Elements of Chemical Reactor Design 

and Operation," Chapman and Hall, London, 1963. 
(12) Weeler, Α., Advan. Catalysis (1957) 3, 249. 
(13) Weiss, P., Prater, C., Advan. Catalysis (1954) 6, 143; (1957) 9, 957. 
(14) Aris, R., Chem. Eng. Sci. (1957) 6, 265. 
(15) Ralston, Α., Wilf, H., "Mathematical Methods for Digital Computers," 

Wiley, New York, 1960. 
(16) Dente, M., Biardi, G., Ranzi, Ε., Ing. Chim. It., in press. 
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38 C H E M I C A L REACTION ENGINEERING 

Phthalic Anhydride Production by the Catalytic Oxidation of 
o- Xylene 

P. H . C A L D E R B A N K and A. D. C A L D W E L L , Department of Chemical 
Engineering, University of Edinburgh, Mayfield Rd., Edinburgh, Scotland 

Commercial catalyst was obtained with the following specification: 
promoted V 2 0 5 on SiC support; mean particle diameter, 0.6 cm; surface 
area, ca. 0.2 m 2/gram. This was sometimes diluted with inert alundum 
spheres of the same size before being loaded into the fixed bed reactor 
described below. Kinetic measurements were made using the spinning 
catalyst basket ( C S T R ) reactor. The catalyst was evaluated (with and 
without dilution by inert support material) in a stainless steel tubular 
reactor of 1-inch internal diameter and length 6 ft; this was submerged 
in an isothermal air-fluidized sand bath, provided with controlled elec
trical heating. The reactor contained many thermocouples along its 
length at the axis. o-Xylene was pumped and metered into a preheated 
air stream entering the reactor, and the product stream leaving the reactor 
was cooled to allow the phthalic anhydride to be collected, weighed, and 
analyzed. The range of variables studied was as follows, 

air flow rates 0.84-1.26 ft3/rninute a t room temperature 
o-xylene, vol % 0.59-1.35 
bath temperatures, 370-418°C. 

Results and Discussion 

The fixed bed reactor showed the phenomena of (a) ignition to a 
high temperature steady state where phthalic anhydride was abundantly 
produced and (b) hysteresis when the bath temperature was reduced 
since extinction occurred below the ignition point when a slow reaction 
unprolific of phthalic anhydride was established. This behavior suggests 
that mass and heat transfer are influential as discussed in detail later. 

The temperature profiles in the fixed bed reactor showed that reac
tion was nearly complete at a short distance from the inlet. Thus, the 
reactor was substantially infinite in length and gave no kinetic informa
tion other than the selectivity, which remained remarkably constant at 
58-60%, being independent of both temperature or flow rate. This 
behavior was also found by Bhattacharyya and Gulati ( J ) , who record a 
yield of 55-60%, and is close to the value previously predicted by us 
(2) from Froments kinetics. 

Yields of phthalic anhydride obtained with the isothermal spinning 
catalyst basket reactor were much lower than those with the fixed bed, 
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C A L D E R B A N K A N D C A L D W E L L Phthalic Anhydride Production 39 

suggesting that an increasing temperature sequence might be optimal in 
contrast to our conclusions (2) arrived at on the basis of Froment's 
kinetics which favor nearly isothermal operation. The reaction tempera
ture sequence in the fixed bed can be varied by diluting the catalyst with 
inert particles and by changing the air-hydrocarbon ratio. When these 
operations were carried out, the yield of phthalic anhydride remained 
unaltered, showing that the energies of activation for the production of 
phthalic anhydride and combustion of o-xylene are the same while the 
combustion of phthalic anhydride occurs to a negligible extent. 

Theory 

The steady-state "redox" model of Mars and van Krevelen (3) arose 
principally because the rate of oxidation of aromatic hydrocarbons over 
vanadium pentoxide catalysts of several formulations is directly propor
tional to the oxygen partial pressure and almost independent of the type 
of the type of aromatic hydrocarbon or its partial pressure ( 4, 5, 6 ). 

The "redox" model is simply stated, 

r = kPs(l - Θ) = Ç Ρ 0 2 θ (1) 
ρ 

Hence, the rate of hydrocarbon oxidation depends on the fraction of 
catalyst surface in the oxidized state which is determined by the steady-
state rates of reduction and oxidation. From the above, 

θ = (2) 
kPs + j P 0 , 

giving, 

1 (3) 
* + 1 

&*Po2 kPs 

k* k* showing that r —» — P02 when k » — (4) 
Ρ Ρ 

the result which has been observed experimentally. The energy of activa
tion associated with fc* has been reported as about 40 kcal/mole (7, 8) , 
while that associated with k is much less and probably of the order of 
27 kcal/mole. The condition k > > k*/fi apparently arises at the rela
tively low temperatures used experimentally and could conceivably be 
reversed at the local high temperatures encountered in nonisothermal 
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40 C H E M I C A L REACTION ENGINEERING 

industrial fixed bed reactors. However, at such high reaction rates, the 
rate limitation imposed by the finite rate of mass transfer of hydrocarbon 
to the catalyst surface is likely to become important as also, by analogy, 
is the rate of heat transfer from the catalyst. These rates are given by, 

r = kga(Ps - Ps) = ^ (Ts - ΤB) 

where Ts - TB = (PB - Ps) (5) 

We have an almost impervious catalyst particle and hence no diffusion or 
reaction in pores. 

k 
Substituting Equation 5 into Equation 3, and setting R i = R2 = 

k(,ay 

t> (6) 

Ri Ρ Β -

TB 
π + 

_ 1 _ i k » A H \ 

R2Po, V h ) 

When Equation 6 is solved numerically, it is found that multiple steady-
state solutions are sometimes possible. Thus when the L . H . S . is calculated 
from typical data for a series of fixed values of TB as a function of T8 — 
ΤB and plotted, a corresponding series of curves is obtained which inter
sect the plot of the R.H.S. against (T8 — TB) at either one or sometimes 
three points (see Figure 1). In the former case, at high values of TB, 
"ignition" is obtained at a high reaction rate which is determined almost 
completely by the hydrocarbon mass transfer rate when, 

Ts - TB -> ^ψ- PB as P8 -> 0 

and the catalyst particle is some 200°C above its environmental tempera
ture, TB. 

As TB is reduced, three solutions are possible: a relatively slow re
action rate-controlled steady state where Ts -» TB, an unstable inter
mediate state, and the high temperature physical rate controlled state 
previously mentioned. 

When TB is further reduced, only the relatively slow reaction rate-
controlled steady state is possible corresponding to relative "extinction." 
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C A L D E R B A N K A N D C A L D W E L L Phthalic Anhydride Production 41 

τ s - τ Β - °c 

Figure 1. Multiple states for a single catalyst pellet 
Po, = 0.210 atm; P B = 0.0097 atm; ΔΗ = 359,300 callgram mole 
S = 5.475 Χ 106 gram moles/gram-sec-atm; A = 27,450 
S* = 4.143 Χ 106 gram moles/gram-sec-atm; A * = 4000 
kBa = 0.00143 gram mole/gram-sec-atm; h/kg = 17.0 cal atm/ 

gram mole °C 

Thus the phenomena of ignition, extinction, and hysteresis as observed 
here with the fixed bed reactor are predicted by the "redox" model with 
an imposed mass transfer limitation. 

The application of this theory to the results with the spinning basket 
reactor follow since with this apparatus, physical resistances are removed 
and the rate of a chemical step is observed. The latter rate would be that 
previously observed using isothermal, differential plug-flow reactors and 
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42 C H E M I C A L REACTION ENGINEERING 

believed to be the rate of reoxidation of the catalyst (Equation 4) . When 
this rate-limiting step obtains, θ - » 1, and there is evidence that this 
reduced form of vanadium oxide is ineffectual for producing phthalic 
anhydride, favoring instead complete combustion of o-xylene (9) . This 
is observed to be the case with air as oxidant, but when the rate of 
catalyst reoxidation is substantially increased by using pure oxygen in 
the spinning basket reactor at high temperatures, the rate-limiting step 
presumably changes to the rate of surface oxidation of o-xylene, θ —» 0, 
and high yields of phthalic anhydride are obtained. In theory this desir
able state is obtained in any reactor system when a rate-limiting step, 
other than surface reoxidation, prevails. 

Nomenclature 

Any consistent system of units may be used. 
a area of a catalyst particle 
ΔΗ heat of reaction per mole of o-xylene reacted 
h heat transfer coefficient from catalyst surface to bulk gas phase 
k surface reaction velocity constant for o-xylene oxidation 
kg mass transfer coefficient of o-xylene at the catalyst surface 
k* reaction velocity constant for surface reoxidation 
PB partial pressure of o-xylene in the bulk fluid 
Ρ θ 2 partial pressure of oxygen 
Ρ s partial pressure of o-xylene at the catalyst surface 
r rate of reaction of o-xylene per unit mass of catalyst 
Τ Β temperature in the bulk fluid 
Τ s temperature at the catalyst surface 
A energy of activation ) , _ A / R T 

S pre-exponential factor ) 
β moles 0 2 consumed per mole of o-xylene reacted 
Θ fraction of catalyst surface in the reduced state 
φ see Equation 6 

(1) Bhattacharyya, S. K., Gulati, I. B., Ind. Eng. Chem. (1958) 50, 1719. 
(2) Caldwell, Α., Calderbank, P. H., Brit. Chem. Eng. (1969) 14, 1199. 
(3) Mars, J., van Krevelen, D. W., Chem. Eng. Sci. (1954) 3, 41. 
(4) Calderbank, P. H., Ind. Chemist (1952) 291. 
(5) Shelstad, Κ. Α., Downie, J., Graydon, W. F., Can. J. Chem. Eng. (1960) 

38, 102. 
(6) Mann, R. F., Downie, J., Can. J. Chem. Eng. (1968) 46, 71. 
(7) Simard, G. L., Steger, I. F., Arnott, J., Siegel, L. Α., Ind. Eng. Chem. 

(1955) 47, 1424. 
(8) Ross, G. L., Calderbank, P. H., in press. 
(9) Hughes, M. F., Adams, R. T., J. Phys. Chem. (1960) 64, 781. 
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VORTMEYER Radiant Analysis in Packed Beds 43 

Radiant Analysis in Packed Bed Reactors 

D. VORTMEYER, Technische Universität München, 8 München 13 Tengstrasse 
38, Munchen, West Germany 

While it seems acceptable to neglect radiative transfer in homo
geneous gaseous reactors, the situation is different in packed beds. A 
large amount of heat is emitted by the surface of the solid particles, 
particularly at higher temperatures, since the emitted energy is propor
tional to T 4 . Therefore, the temperature gradients in the reaction zones 
of exothermic reactions lead to radiative fluxes as they produce conductive 
fluxes. For radiation the magnitude of the fluxes depends mainly on 
temperature level and surface emissivity. In the field of heat transfer 
several authors have been concerned with radiative transfer in packed 
beds. Since their work has been appreciated in earlier papers by the 
author, the important contributions are mentioned without discussion 
(1 ,2 ,3 ,4 ,5 ,6 ,7 ) . 

Equations for Radiative Transfer and Energy Conservation 

A one-dimensional treatment of radiative transfer must include ab
sorption, emission, and reflection or scattering. The previously developed 
theory (8) includes these effects. In this theory the radiative flux Qr is 
calculated from the partial energy fluxes I and Κ 

Qr = I — Κ (1) 

j x = - al + bzT* + gK (2) 

^ = aK - 6σΤ 4 - gl (3) 

These fluxes are assumed to transverse the catalyst bed from the left to 
the right (I) and vice-versa ( K ) . The difference between / and Κ at 
any point of the reactor leads to the net flux Q# (9, JO). 

One of the main achievements of the author's analysis is the fact 
that expressions for a, b, and g were derived so that those coefficients 
can be calculated from fixed bed data. 

(1 + BY + (1 + B)(l - B)(l - ε) 2 (1 - B)2 
(1 + BY - (1 - BY(1 - ε) 2 (1 + B)d W 

(1 + BY - (1 + B)(l - B)(l - S) (1 - B)2 
(1 + BY - (1 - BY(1 - s)2 c (1 + B)d K°} 

n = (1 + BY + (1 + B)(l - B) _ (1 - B)2 
y (1 + BY - (1 - B)(l - ε) 2 K c j (1 + B)d w 
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44 CHEMICAL REACTION ENGINEERING 

Coefficients a, h, and g depend on the surface emissivity c; for ex
ample, the reflectivity, g, disappears if c = 1. Further, the coefficients 
depend on B, a dimensionless number which is called radiation trans
mission number. This number had to be introduced because radiation 
penetrates the bed by the void volume. The numerical value of Β may 
be taken as ca. 0.1 for average conditions (11). 

From photon theory 1/a can be considered the average mean beam 
length Δ for photons. For an emissivity c = 1 and a particle diameter of 
d = 0.5 cm a numerical value of Δ = 0.3 cm is obtained. The radiative 
transport Equations 2 and 3 are derived for the homogeneous model of a 
packed bed. The equations for a discrete model may be taken from 
Ref. 8 or 12. For the simple model of an exothermic fixed bed reactor 
the steady-state energy balance may be written as 

, d*T dT d(I - Κ) , Ι Α „ · , n , 7 x 

where J and Κ are given by Equations 2 and 3 and r = r (ci}T). The 
conservation equations of the chemical species are not included since 
they are well known and radiation does not affect them directly. 

Steady-State Boundary Conditions 

The combined solution to Equations 2, 3, and 7 requires four boun
dary conditions. Following the normal procedure for evaluating these 
conditions, Equations 8 to 11 are obtained. 

Entrance section: χ = 0+ 

Energy balance: 

ufcp(T0+ - Tœ) + (/^ - K0+) - λ β 

or V dx) 

X 7 o+ 

9 (Τ* - Tec) + 7 % , * * · (8) 

Io+ known (9) 
Exit section: χ = L 
Energy balance: 

fL~ \AHr\ dx = ufcv (TL. - T^ + (IL_ - KL.) 

M 
~λαχ(^), (10) 

KL- known (11) 
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VORTMEYER Radiant Analysis in Packed Beds 45 

Without radiation, Equations 8 and 10 lead to the well-known expressions 

These conditions depend only on local gradients and properties. The 
inclusion of the radiative fluxes I0+ and KL. introduce some changes since 
these terms depend not only on local properties but also on longer range 
transmission effects. Thus, I0+ and KL. depend on the statement of the 
problem and must be evaluated for each particular case—e.g., if the 
catalyst particles are imbedded between inactive particles with the 
emissivity e, 

are not the precise but quite good assumptions. Further, Equation 10 
usually can be simplified for an optically thick medium as a packed bed. 
Since then long range effects of radiation are absent, TL- may be regarded 
as Tad, and Equation 10 simplifies to: 

Solutions of Equations 2, 3, and 8 together with the boundary conditions 
are presented in Figure 1, where all three possible steady-state solutions 
are presented with and without radiation for an Arrhenius type reaction 
function. 

and 

Ιο+ = ε σ ? ν + (1 - ε)Χο+ 

# L _ = ε σ ? ν 4 + (1 - e)IL-

L-
(12) 

800 

600 

783,3 

750 

T{°KJ 
700 

650 

550 
0 

ximj 

Figure 1. Boundary conditions and solutions to 
Equations 2, 3, and 8 
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46 C H E M I C A L REACTION ENGINEERING 

Pronounced effects are observed in two cases: 
(1) The increase of heat diffusion by radiation decreases the end 

temperature of the unstable middle solution. 
(2) At a velocity of 0.09 msec"1 the upper solution is fixed at the 

reactor entrance. Without radiation it is just on the verge of being blown 
to the reactor end. 

Fourier-Type Transport Equation for Radiation 

A rearrangement (8) of Equations 2 and 3 results in the following 
expression 

a + g dx a2 — g2 dx2 

If the second term on the right is zero or much smaller than the first term 
on that side, QR may be calculated for the steady state from a Fourier-
type equation 

Qr = - \r dT/dx (14) 

with \R = 2 ( 1
2^^ )

£i 1
£^? j g ) ±*TH = ψ4σΓ« (15) 

If there are no chemical reactions, calculations ( 12 ) show that there are 
no dramatic changes of d2QR/dx2 and \QR7(a2 - g 2 )| < < \\RdT/dx\. 
However, for the upper solutions in Figure 1 with steep temperature 
gradients, Figure 2 shows that there might be an error of up to 20% if 
the radiation flux is calculated from Equation 14. However, the radiation 

Figure 2. Possible error in using Equation 14 
to calculate radiation flux (see text) 
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conductivity approximation reduces the problem of fee's considerably 
since then the conventional conditions are valid with (λα.ν + λ/?) instead 
of λαχ. 

Figure 3 shows plots of the φ factor as a function of e and Β and com
pares them with results of other authors. The author s analysis covers 
most of the previous results as special cases. 

0 0.1 0.2 0.3 OA 0.5 0.6 0.7 0.8 0.9 ε 1 

Figure 3. φ as a function of ε and Β for this work 
and that of others 

Moving Reaction Xones 

From the solution of the unsteady-state energy equation the moving 
velocity of reaction zones could be calculated with and without the 
influence of radiation. Results obtained so far agree well with experi
mental work on this subject. 

(1) Damköhler, G., "Der Chemie-Ingenieur," Bd. III, 1. Teil, pp. 445-6, 
Akad. Verlagsgesellschaft mbH, Leipzig, 1937. 

(2) Argo, W. B., Smith, J. M., Chem. Eng. Progr. (1953) 49, 443. 
(3) Yagi, S., Kunii, D., A.I.Ch.E. J. (1957) 3, 373. 
(4) Schotte, W., A.I.Ch.E. J. (1960) 6, 63. 
(5) Hill, F. B., Wilhelm, R. H., A.I.Ch.E. J. (1959) 5, 486. 
(6) van der Held, E. F. M., Appl. Sci. Res. (1952) A3, 237. 
(7) Chen, J. C., Churchill, S. W., A.I.Ch.E. J. (1963) 9, 35. 
(8) Vortmeyer, D., "Fortschritt-Berichte VDI-Zeitung," Reihe 3, Nr. 9 (1966); 

Habilitation vom 28.7.1965; Chem. Ing. Tech. (1966) 38, 404. 
(9) Schuster, Α., Astrophys. J. (1905) 21, 1. 

(10) Hamaker, H. C., Phillips Res. Rept. (1947) 2, 55, 103. 
(11) Vortmeyer, D., Börner, C. J., Chem. Ing. Tech. (1966) 38, 1077. 
(12) Vortmeyer, D., Ber. Bunsenges. Phys. Chem. (1970) 74, 127. 
(13) Wicke, E., Vortmeyer, D., Z. Elektrochem., Ber. Bunsenges. Phys. Chem. 

(1959) 63, 145. 
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48 C H E M I C A L REACTION ENGINEERING 

Experimental Evaluation of Dynamic Models for a Fixed-Bed 
Catalytic Reactor 

J. A. HOIBERG, B. C. L Y C H E , and A. S. FOSS, Department of Chemical 
Engineering, University of California, Berkeley, Calif. 

Several dynamic experiments were performed on a laboratory fixed 
bed reactor to evaluate the importance of the various physical and physi-
cochemical phenomena influencing reactor behavior. The reactors ob
served frequency response was compared with that predicted by three 
different mathematical models. The models comprised both one- and 
two-dimensional continuum representations, one of which accounted for 
resistance to intraparticle transport of reactant. By this approach it was 
possible to investigate the importance of such effects as heat transport 
processes, nonlinear phenomena, and intraparticle transport resistance. 

The highly exothermic reaction between hydrogen and oxygen was 
carried out in a 1-inch diameter glass tube reactor 20 inches long. The 
catalyst was platinum and was deposited in small amounts on silica gel 
granules about 0.5 mm in diameter. Typically, the reactor was operated 
with a feed of 1 mole % oxygen and 99% hydrogen at 100 °C. Dynamic 
experiments were performed by perturbing the feed concentration or 
feed temperature in a sinusoidal manner. Temperature and oxygen con
centration were measured every two inches along the reactor centerline 
and occasionally across the radius. 

In experiments in which the peak-to-peak temperature excursion 
reached 114°C within the reactor, we observed definite distortions of the 
sinusoids, but these were very simple in character. The peaks of the 
sinusoids were either flattened or sharpened, and the waves were slightly 
skewed, with the back side the steepest. The distortion of the peaks can 
be traced to the convexity of the reaction rate-temperature function; the 
origin of the skewness was not investigated. 

No noticeable distortion in the sinusoids was observed when peak-
to-peak temperature excursions everywhere in the bed were less than 
30°C. Some typical results of experiments under those conditions are 
shown in Figure 1. Amplitude and phase of both the temperature and 
concentration waves resulting from temperature forcing are displayed as 
a function of position in the bed at three forcing frequencies. Similar 
data were obtained for the forcing of feed concentration but are not pre
sented here. These results show at a glance the complex behavior of 
disturbances in this type of reactor. A detailed interpretation of such 
behavior has been given ( I ) . Figure 1 also shows that the two-dimen
sional model investigated is remarkedly descriptive of the physical proc
ess. A one-dimensional model was found to do almost as well. 
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HOIBERG ET A L . Modeh for a Fixed-Bed Reactor 49 

Temperature Forcing 

Axial Position, z = x/L Axial Position, z = x/L 

Figure 1. Amplitude and phase behavior of temperature and concentra
tion waves at the centerline: temperature forcing 

A l l three mathematical models investigated were of the plug-flow, 
locally linear, continuum type. The two-dimensional model, whose pre
dictions of reactor behavior are shown in Figure 1, accounted for the 
radial transport of heat and mass by diffusive processes, radial velocity 
profile, variable gas density, pressure variations, thermal capacitance of 
catalyst and reactor wall , and finite rates of heat exchange with these 
capacitances. In this model, the concentration and temperature within 
the catalyst particles were considered uniform. The influence of intra-
particle concentration gradients was investigated, however, by studying a 
second model. This model was one dimensional, but otherwise retained 
the features of the two-dimensional model. The simplest model consid
ered was one-dimensional with no account taken of variable gas density 
or gradients within the catalyst particles. 

A study of these models and comparison of calculations with experi
ments have led us to the following conclusions. 

(1) The only dynamic element of consequence in these reactors is 
the transport of heat at finite rates to and from the stationary thermal 
capacitances. One must therefore take care in modeling the thermal 
dynamics of the bed. The other physical and physicochemical processes 
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50 C H E M I C A L REACTION ENGINEERING 

interact with and are influenced by the heat transport process in a way 
that may be considered nondynamic. 

(2) Locally linear, plug-flow models are remarkably descriptive of 
the principle dynamic characteristics of these reactors, even with tem
perature excursions that cause a doubling of the chemical reaction rate 
(30°C in these experiments). Nonlinear effects that appear for larger 
excursions are simple in nature. These models require accurate modeling 
of the steady state, which implies care in representing heat exchange with 
surroundings and heat generation by reaction. 

(3) Evidence of intraparticle diffusion limitations was found in the 
most reactive locations of the bed. However, these effects under dynamic 
conditions can be treated in a purely quasi-static manner. 

(4) A major concern in choosing between a one- and a two-dimen
sional model is accuracy in representing the steady-state profiles. A 
two-dimensional representation seems necessary when radial temperature 
differences exceed 20% of the absolute tempreature level. The dynamic 
behavior in these experiments was represented well by a one-dimensional 
model because radial temperature gradients were small. 

(5) The influence of a nonuniform fluid velocity across the bed 
radius was found to be negligible. Under dynamic conditions, coupling 
between temperature and fluid velocity owing to density changes was 
also found to be negligible. 

(1) Sinai, J., Foss, A. S., A.I.Ch.E. J. (1970) 16, 658. 

Fixed Bed Reactor Analysis by Orthogonal Collocation 

B R U C E A. F I N L A Y S O N , Department of Chemical Engineering, University 
of Washington, Seattle, Wash. 98105 

Consider the equations governing a fixed bed catalytic reactor under 
the assumptions of constant physical properties and plug flow. 

(1) 

dT 
dr = Bi(T - T w ) a t r = l 
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FiNLAYSON Orthogonal Collocation 51 

where a = Ldp/R2PeM, a = Ldp/R2PeH, L and R are the length and 
radius of the reactor, dp is the particle diameter, PeM = Gdp/D€p and 
PeH = GdpCp/ke are the Peclet numbers for mass and heat, G is the 
mass flow rate, D€ and ke are the effective diffusivity and conductivity. 
The Biot number hwR/ke is defined in terms of the effective thermal 
conductivity and tube radius, whereas the Nusselt number, h^d^/kf is 
defined in terms of the particle diameter and fluid thermal conductivity. 

The orthogonal collocation method is applied as outlined by Vi l lad-
sen and Stewart ( I ) and Ferguson and Finlayson (2). It reduces the 
system of partial differential equations ( 1 ) to a set of ordinary differential 
equations in z9 which are integrated numerically. 

N+l 

i=l 
j = 1,2, ...,N 

N+l 
α' Σ B&t+VRj (2) 

i=l 

N+l 
— Σ AN+i,iTi = Bi(Tn+i — Tw) 

i=l 

N+l 

Σ A N+i, id = 0 
i=l 

where Tj and Cj are the temperature and conversion at the collocation 
points and the matrices A and Β are easily calculated ( I ) . In the first 
approximation the equations are identical to a lumped parameter model 
(no radial variations in c and T) with the equivalent heat transfer 
coefficient, U. 

JL = ± ( 1 + 1 
Nu' 2a' \Bi ^ 3 

ν - έ + ê.(Jacobi) (4) 

ν = h + k ( L e s e n d r e ) (5) 

where Nu' = 2UL/GCPR. If Legendre polynomials (2) are used, in the 
first approximation the concentration is constant in r, the temperature is 
parabolic in r, and the reaction rate is evaluated at the average tempera-

dcj 
dz 

dTj 
dz 
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CHEMICAL REACTION ENGINEERING 

ture. The equivalence (5) has been shown before for a parabolic tem
perature profile (4,5,6,7,8,9). 

The ratio of 1/Bi compared with 1/Bi - f 1/3 gives the percentage 
of the thermal resistance occurring at the boundary: Bi = 1, 75%; Bi = 
20, 13%. Thus for small Biot numbers most of the resistance occurs at 
the wall , and only a one-dimensional treatment is necessary. Since the 
one-dimensional model corresponds to the first approximation in the 
collocation method, as Bi increases, the number of terms in the approxi
mate solution can be increased to account for the two-dimensional nature 
of Equation 1. 

Numerical computations were made for Bi =* 1 or 20, a — a = 1, 
β = 0.3, β' = 0.2, R — ( 1 - c) exp (γ - γ / Τ ) , γ — 20, Tw = 0.92 or 1. 
When Bi — 1, the first approximation predicted the hot spot within 2%. 
The Jacobi polynomials gave better results than Legendre polynomials 
i n the first approximation, whereas the Legendre results converged faster 
( in higher approximations). A two-term collocation solution was as 
accurate and four times as fast as a six-term finite difference solution. 
For Bi = 20 the first approximation was less suitable, but a four-term 
collocation solution was as accurate and three times as fast as an eleven-
term finite difference solution. When using 200 steps in the ζ direction, 
four collocation points, and the Runge-Kutta method of integrating the 
ordinary differential equations, the computation time on the CDC-6400 
computer was 2.1 seconds. 

Computations were also done using the experimental velocity pro
files of Schwartz and Smith (JO) for a 4-inch diameter tube, 80 inches 
long, packed with 5/32-inch diameter spheres. The effective diffusivity 
and conductivity were calculated using 

G(r)dp/D(r) ρ = 10 (6) 

ke/kf = 8.1 + 0.09 Re Pr, Re = G(r)dp/[L (7) 

ke/kf = 6.9 + 0.01 Re P r , within Y2 dp of wall (8) 

Equation 6 and the form of Equation 7 have been verified experimentally 
by Schertz and Bischoff ( J J ) , while Equations 7 and 8 are predicted 
using the methods of Baddour and Yoon (3). Experimental comparisons 
are given by these authors and Yagi and K u n i i ( J2) . 

When using Equation 8, the heat transfer resistance at the wal l is 
accounted for by the lower value of ke rather than a heat transfer coeffi
cient. During the calculations, a Biot number was calculated using 

. _ - [dT/dr],-! 
1 <T> - Tw 

(9) 
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HARTMAN ET AL. Oxidation of SOz 53 

where < Γ > is the average temperature within one-half particle diameter 
of the wall. This distance was chosen because the void fraction rises 
rapidly from 0.4 to 1.0 there. This Bi varied only a few percent down the 
bed, and typical values are given in Table I. This Bi was then used in 

the model with a flat velocity profile and heat transfer resistance (Equa
tion 1), and good agreement was obtained between the two models. This 
suggests that it may be possible to predict the heat transfer coefficient 
which causes the two mathematical models to agree. 

(1) Villadsen, J. V., Stewart, W. E., Chem. Eng. Sci. (1967) 22, 1483. 
(2) Ferguson, Ν. B., Finlayson, Β. Α., Chem. Eng. J. (1970) 1, 327. 
(3) Baddour, R. F., Yoon, C. Y., Chem. Eng. Prog. Symp. Ser., No. 32 (1961) 

57, 35. 
(4) Crider, J. E., Foss, A. S., A.I.Ch.E. J. (1965) 11, 1012. 
(5) Barkelew, C. H., Chem. Eng. Prog. Symp. Ser., No. 25 (1959) 55, 37. 
(6) Beek, J., Jr., Singer, E., Chem. Eng. Sci. (1951) 47, 534. 
(7) Froment, G. P., Chem. Eng. Sci. (1962) 17, 849. 
(8) Hoelscher, H. E., Chem. Eng. Sci. (1957) 6, 183. 
(9) Quinton, J. H., Storrow, J. Α., Chem. Eng. Sci. (1956) 5, 245. 

(10) Schwartz, G. S., Smith, J. M., Ind. Eng. Chem. (1953) 45, 1209. 
(11) Schertz, W. W., Bischoff, Κ. B., A.I.Ch.E. J. (1969) 15, 597. 
(12) Yagi, S., Kunii, D., A.I.Ch.E. J. (1957) 3, 373. 

Oxidation of SO2 in a Trickle-Bed Reactor Packed with Carbon 

M . H A R T M A N , J. R. P O L E K , and ROBERT W . C O U G H L I N , Lehigh Uni
versity, Bethlehem, Pa. 

Both the Lurgi "sulfacid" and the Hitachi processes for removing 
S0 2 from flue gas involve the reaction of S0 2 and oxygen at the surface 
of a carbon catalyst to form S0 3 , which is washed away with water as 
sulfuric acid. The steady-state, continuous, countercurrent contacting of 

Table I. Typical Bi Values 

Re ke(l)/ke,avg ^(predicted) 

375 
189 
85 

0.23 15 
0.35 20 
0.52 29 
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54 CHEMICAL REACTION ENGINEERING 

S0 2 -bearing flue gas with water in a column packed with carbon can be 
modeled by combining the classical treatment for gas absorption with 
expressions for the rate of transport through the l iquid and for the rate 
of catalytic reaction within the porous carbon. 

The rate of chemical reaction was determined by carrying out ex
periments in a well-stirred batch reactor saturated with sulfur dioxide 
and oxygen into which catalyst is introduced and the rate of sulfate 
production measured. By doing this with both powdered and pelletized 
or granular carbon, effectiveness factors can also be estimated. Some 
representative results are given in Table I. 

Table I. Typical Experimental Results 

Type of Carbon 

North American carbon extruded 
pellets, 1/16 by 3/16 inch 

Westvaco W V - G , 12 X 40 mesh 
Pittsburgh B P L 12 X 30 mesh 

Oxidation Rate, Effectiveness 
mg SO? /min gram Factor 

190 0.55 
240 0.27 
490 0.78 

The model of steady-state, countercurrent contacting of gas and 
water in a carbon-packed column is based on the rate of transfer from 
gas to l iquid and to packing in a differential section of the column, dz: 

Gdyi = fKLax{Cu - C1)Adz + (1 - f)KrnCuC2i™Adz 

and 

Gdy2 = fKLa2(C2i - C2)Adz + V2(l - f)KrriCuC2i(ibAdz 

G is the molar gas flow rate, y is the mole fraction of S 0 2 ( subscript 1 ) 
or 0 2 (subscript 2) in the gas, KLa is the composite mass transfer co
efficient, / is the fraction of the carbon packing wet by the l iquid, Cu 

and C2i are the l iquid compositions at the gas-liquid interface, C i and 
C 2 are the bulk l iquid compositions, A is the cross sectional area of the 
column, Kr is the reaction rate constant per unit volume of packed col
umn, and η is the effectiveness factor. The rate of transport into the 
l iquid equals the rate of increase of bulk l iquid composition plus the 
rate of chemical reaction: 

fKifliiPu ~ Cx)Adz = LdCi + fK rriCsi0'*Cs2Adz 

and 

fKLa2(C2i - C2)Adz = LdC2 + ΗίΚττβΛ09ιΟΛΑάζ 

where L is the l iquid flow rate and C8l and Cs2 are the l iquid composi-
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H A R T M A N E T A L . Oxidation of S02 55 

rions at the l iquid-sol id interface at the exterior surface of the carbon 
pellets. 

The rate of production of H 2 S 0 4 (subscript 3) may be written: 

LdCz = fKriCiWAdz + (1 - f)KrrlCuC2i°-5Adz 

The variables C8l and Cs2 may be eliminated using the expressions: 

KryCstC^'* = KLMCl - C.l) 

and 

KrnCslC82»s = 2KLsa2(C2 - Cs2) 

where KLsa is the composite mass transfer coefficient for transport from 
bulk l iquid to the interface between l iquid and the external area of the 
carbon catalyst. Aside from the usual kinds of assumptions, the equa
tions above imply that transport takes place only in directions perpen
dicular to the external surface of the carbon packing, that the non-wet 
portions of the carbon are coated with an infinitestimally thin layer of 
l iquid in equilibrium with the gas, and that the pores in the carbon are 
filled uniformly with l iquid. 

When the above equations are solved numerically using vapor-
l iquid equilibrium data, experimental reaction rate data, and correlations 
for mass transfer coefficients it is found that if / is assumed equal to unity, 
the model and experiment do not agree at the lower l iquid rates. The 
experimental data indicate more reaction than does the model when l iquid 
rates are low. A t larger l iquid rates, however, the predictions of the 
model tend to converge with the experimental results. This implies that 
the carbon packing is not completely wet (/ < 1) at the lower l iquid 
flow rates. Choosing values of / < 1 can force the model to agree with 
experiment at lower l iquid flow rates. 
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2 

Polymerization Kinetics and Reactor Design 

R E U E L SHINNAR and S T A N L E Y KATZ 

Department of Chemical Engineering, The City College of the City University 
of New York, New York, Ν. Y. 10031 

An informal review is given of the author's view of the 
present state of engineering knowledge in polymerization 
kinetics and the present state of the art in the design of 
polymerization reactors. The discussion focuses on key 
areas where information for reactor design is needed and 
relates them to the design and scale-up of the reactor. 
Special emphasis is given to the effect of reactor configura
tion. Optimization methods and the importance of proper 
control strategy are also discussed. 

* "phe recent advances in polymerization kinetics and design of polymeri-
zation reactors have been aptly summarized in recent reviews (1-4) 

which include most of the published articles. We therefore decided that 
instead of repeating these efforts we would devote this review to taking 
stock of our opinion of where we stand today and what problems must 
be solved to bring the design of polymerization reactors to the same level 
as conventional reactor design. 

Basically, polymerization is a complex chemical reaction, and there
fore most of the concepts developed with respect to the design of re
actors for such reactions apply also to the design of polymerization 
reactors. Thus, what are the significant differences of polymerization as 
compared with other complex chemical reactions that merit special 
attention? Let us briefly consider what is the information generally 
needed for the successful design and control of a chemical reactor. 

Assume we already have a process giving a desired product. What 
we need for design is: 

( 1 ) Specifications and tolerances for the product quality, the yields 
needed, etc. 

(2) A n engineering kinetic model allowing us to predict the effect 
of changes in the process parameters (temperature, inlet concentration, 
transport processes ) on the yield and desired products. 

56 
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2. SHiNNAR A N D KATZ Polymerization Kinetics 57 

(3) A description of the transport processes occurring in the re
actor; in other words, a flow model and an evaluation of the effect of 
transport processes on the kinetics. 

W i t h this information in hand, we can then undertake to consider: 
(4) A suitable design configuration allowing safe scale-up and easy 

control. 
(5) Optimization of design and operating conditions. 
(6) Control strategy to ensure conformance to specifications. 

The body of this review takes up these points in order. 

Product Specifications 

Perhaps the most characteristic feature of polymerization reactor 
engineering is the fact that in a majority of cases the specifications are 
not given in terms which are suitable for reactor design. Let us assume 
for a moment that we have a simple polymerization process, where only 
one type of polymer is possible and that we know the kinetics sufficiently 
to predict the effect of all variables. What we are going to predict are 
molecular weight distributions ( M W D s ) . However, product specifica
tions are given in completely different terms: mechanical strength, elec
trical properties, corrosion resistance, performance in molding and 
extrusion equipment, etc. While for this simple case all these properties 
should be completely specified by the M W D , what these relations are 
is in no way obvious. Nor is it clear that anybody is ready to undertake 
the research and testing necessary to collect the data allowing one clearly 
to translate the product specifications into limits on the allowable M W D . 

What is often done is to set arbitrary specifications on the leading 
moments of the M W D , usually on the weight average molecular weight 
μ2 which is accessible by intrinsic viscosity measurements, and sometimes 
on the ratio μ2/μι (weight average to number average molecular weight) 
which is related to the variance of the distribution. For quality control, 
where perturbations are very small, this is satisfactory. As a general 
specification this is more questionable since some properties depend 
more strongly on the tail of the M W D (5,6,7). 

It has been shown that non-Newtonian properties of solutions de
pend strongly on the higher moments of the M W D . In general one would 
expect that viscoelastic properties in the l iquid state (melt or solution) 
which affect the processing properties of the polymer are strongly affected 
by the high molecular weight tail of the distribution. Stability and 
chemical reactivity, on the other hand, might often depend on the low 
molecular weight tail. Some work has been published on the effect of 
molecular weight distributions on melt fracture (8). 

Sometimes even a qualitative knowledge as to the effect of the tails 
of the M W D could be valuable. People sometimes tend to say that a 
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58 C H E M I C A L REACTION ENGINEERING 

more uniform molecular weight is desirable, but there is often no evi
dence that this is true. 

In no way do we intend to present here a comprehensive review 
of this important subject. What we do want to point out is that this is an 
important area which must be much further advanced than it is today 
before we can really think about optimization strategies in both design 
and control since any such optimization procedure w i l l affect the M W D 
as well as the degree of branching or copolymerization. Without a more 
precise knowledge of what is desirable or permissible such optimization 
procedures w i l l often remain mathematical games. 

The problem of proper specifications becomes much more difficult 
if we are dealing with more complex systems involving branching, co-
polymerization, etc., in which the M W D alone does not specify the 
polymer. 

There are many chemical processes in which similar problems exist, 
such as for example in the oil and drug industry. However, in the oi l 
industry the final properties are easier to measure and less critical, and 
in the pharmaceutical industry purification processes are often possible. 
This brings us to our last point—namely, that polymerization normally 
leads to a product which cannot be further corrected by purification, 
though other correction methods are often possible. 

Kinetic Models 

Kinetic modelling for purposes of reactor design and operation in
cludes a wide range of approaches. Seldom do we need (or can we 
obtain) an accurate kinetic description of the elementary steps involved 
in the process. The level of complexity needed often depends on how 
the model is to be applied. For example, consider a complex reaction 
from another field—i.e., fluidized bed cracking. A n extremely simple 
model of this process 

fuel oil —> gasoline - » gaseous products 

contains most of the essential features for safe scale-up. It tells us that 
we are dealing with a consecutive reaction and that deviations from plug 
flow might have undesirable effects. Evaluating the temperature de
pendence of the two pseudo-reaction rates might give us a good idea as 
to the allowable tolerance on the temperature. O n the other hand, the 
model might be much too crude to answer questions about optimum 
process conditions. Thus, if we want a kinetic model to predict the per
formance of different fuel stocks in a reactor, we need a much more 
elaborate model. In no case do we even attempt to describe the behavior 
of the several hundred identifiable chemical compounds involved, and 
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2. SHINNAR A N D KATZ Polymerization Kinetics 59 

as in any simplified model one important question is to understand the 
errors introduced by simplifications. There have been considerable ad
vances in this area with respect to complex chemical reactions, and 
similar work might be useful in polymerization kinetics. However, the 
problems arising in polymerization kinetics are somewhat different and 
merit discussion. 

To illustrate these problems, we consider in turn several areas of 
polymerization study, first, from homogeneous polymerization, and sec
ond, from heterogeneous polymerization. 

Homogeneous Polymerization. In most homogeneous polymeriza
tion processes, there has been tremendous progress in recent years in 
understanding and modelling the kinetics both in batch processes and in 
continuous reactors. These include linear free radical polymerizations 
(9, 14), polycondensation (15), as well as polymerization processes 
involving branching (16). 

These modelling methods have some problems in common. A l l of 
them deal with the development of a distribution in time, a problem 
which is not normally encountered in the study of kinetics of complex 
chemical processes mentioned before. These problems are similar to 
those encountered in the study of particulate processes such as crystalli
zation, fog formation, etc. (17). One of the problems in a study involv
ing distributions is the dependence of rate parameters on particle size 
( in our case radical size) and on the state of the system. 

Consider a simple free radical polymerization with mutual termina
tion, described by the following set of equations: 

Initiation: M + I R i 

kPt 

Propagation: R^ - f M -> R i + i 

Termination: R, + R, -> P t + J 

M denotes monomer, I, initiator (catalyst), and R, and P t , respectively, 
growing radical and terminated polymer of the indicated number of 
monomer units. The simplest thing is to assume that all the rate constants 
k are functions of temperature alone, independent of i, j, and the state of 
the system, but it is hard to put up convincing prior argument for these 
assumptions. First, one would expect from purely kinetic considerations 
that rates of elementary steps would depend on the complexity of the 
molecules and their steric configuration. Thus the chance of two large 
complex molecules terminating on collision should be considerably lower 
than that of a large molecule with a smaller one, or of two smaller ones. 
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60 CHEMICAL REACTION ENGINEERING 

Termination at least should be size dependent. For some complex 
molecules one could also make a similar argument with respect to propa
gation. On the other hand as the polymerization progresses, the presence 
of dead polymer dissolved in either the monomer or the solvent will affect 
the diffusivities and the viscosity of the system and in some cases this 
will affect the rate constant. 

Mathematically one can find ways to handle these effects. Some 
mathematical approximation for the dependence of kr and fcP on i and / 
lead to still manageable expressions. One can also make fcP and fcr 
depend on the conversion, as given. Some of these problems are dis
cussed in more detail in this volume (14). 

Similar arguments can be made with respect to more complex 
polymerization models. The amount of complexity that is desirable is 
limited not just by mathematical considerations but much more by what 
is experimentally accessible and further by what are the goals of our 
modelling. 

If only a weight average molecular weight based on intrinsic vis
cosity measurements and perhaps a number average molecular weight 
based on osmotic pressure is available, then obviously there is little sense 
in making very refined assumptions with respect to the size dependence 
of the kinetic constants. On the other hand, if those averages change 
significantly with conversion, one can still make some reasonable deduc
tions as to the dependence of the rate coefficients on the state of the 
system. 

With the availability of more accurate methods of measuring a 
complete MWD, by gel permeation chromatography (GPC) or by other 
methods of fractionation, we are coming to the state where we can get 
data to test the validity of our basic kinetic models and the simplifying 
assumptions involved. 

Most of the work until now has dealt with summary properties of 
the M W D and trends predicted by the kinetic models, and there has 
been little work to confirm the results by accurate measurements of the 
MWD. There has also been little attempt to measure and estimate the 
individual rate constants for the more complex models, and here one 
faces a formidable task for which there is a need not only for more 
accurate experimental method and data but also for more basic theo
retical work. One of the summaries (18) in this volume deals with an 
interesting attempt to estimate rate constants together with their activa
tion energies for the homogeneous polymerization of polyethylene. Since 
the full results are not published, it is premature to discuss these results, 
but we can discuss the inherent difficulties of such an undertaking. 

The basic difficulty is to determine confidence limits on our estimates 
of the rate constants, which is always a problem when we deal with the 
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2. SHiNNAR A N D KATZ Polymerization Kinetics 61 

simultaneous estimation of several rate constants from integral data. W e 
ask over what domain the set of rate constants, ku k2 etc. can vary and 
still be statistically consistent (at an assigned probability level) with our 
experimental results. 

To determine these limits we need first an idea of how accurate our 
measurements are and how many independent measurements we have. 
Assume at first that we have only intrinsic viscosity and osmotic pressure 
measurements. These give us data related to the first two moments of 
the distribution. W e know something about the accuracy of these meth
ods, but not enough about the dependence of this accuracy on the form 
of the distribution. These are not direct measurements of the moments, 
and their accuracy does indeed depend strongly on the form of the 
distribution. A low molecular weight tail w i l l not affect the osmotic 
pressure since this part of the distribution often passes the membrane 
or is washed away in sample preparation. In the same way, while the 
intrinsic viscosity is related to weight average molecular weight, the 
averaging process is not especially straightforward, and the accuracy 
depends strongly on the form of the distribution. 

The same applies to methods of measuring distributions, like G P C , 
which normally, unless special efforts are made, are adjusted to be more 
accurate in the middle of the distribution than at the tails. 

When fitting a measured distribution, how many independent ob
servations do such measurements really contain? If the distribution were 
really measured accurately and independently over the whole size range, 
the number of (statistical) degrees of freedom would be infinite. In 
G P C , with its limited experimental accuracy, the number might however 
be no more than three or four. In some ways the problem is similar to 
the estimation of the spectral distribution of a random signal, and the 
analysis of Tukey ( 19 ) and others might be suggestive in this context. 

It is just in extrapolation to conditions far from those studied experi
mentally that it is important to have tight confidence limits on the kinetic 
parameters. In the range of the experimental data, the fit w i l l usually 
be quite good. 

Heterogeneous Polymerization. W e turn now to a consideration of 
some problems from heterogeneous polymerization, noting that many of 
the industrially important polymerization processes—emulsion precipi
tation, and suspension polymerization—are carried out in heterogeneous 
systems. 

Two idealized models of heterogeneous processes have been studied 
well . One is the case where the second phase is treated as a uniformly 
mixed single continuum with mass transfer between the phases (20). 
The second is the case of emulsion polymerization, in which it is assumed 
that the termination rate is high and the number of particles very large 
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62 CHEMICAL REACTION ENGINEERING 

so that each particle contains either one or zero growing radicals (21, 
22). Experimentally, it has been shown that in the non-ideal state of 
emulsion polymerization the number of radicals is larger than one-half 
but still small. The first model involves the assumption that the number 
of free growing radicals in a single droplet or particle is very large. The 
necessity of this assumption was checked in a recent paper (23) in 
which it was shown that it is sufficient that the number of free radicals 
per particle exceeds 2 for the resulting distribution to be approximated 
reasonably by the case of an infinite number of radicals. The intermediate 
case is also treated. 

The main difficulty with either assumption is that the second phase 
is assumed to be uniformly mixed, with the rates of growth and termina
tion ( or probabilities, in stochastic models ) independent of the size of the 
radical or its position inside the particle. This is not a very reasonable 
assumption in suspension polymerization in those cases where the free 
radicals are generated in the water phase. There have been very few 
data as to how justified this assumption is in emulsion polymerization or 
precipitation polymerization, and more work is needed to show if these 
models lead to sensible over-all predictions for these processes. 

There has been considerable work on the molecular weight of emul
sion polymer as a function of processes variables, though not too much 
has been published in the way of experimental results on the actual dis
tribution. In many cases there seems to be an initial time span during 
which the ideal assumption that the mean number of radicals per parMcle 
n=1k seems to hold. One common check of this assumption is the sud
den introduction of additional initiator into the system. If η = V2, the 
rate of polymerization should remain constant. This effect is often used 
to test the applicability of the basic theory. 

The basic Smith-Ewart theory not only predicts the molecular weight 
distribution for this case but also the number of particles as a function 
of initiator and soap concentration and seems to lead to correct estimates 
of the magnitude of these parameters. However, recent, more detailed 
measurements throw some doubts on the validity of the theory. 

Williams and others (24) have followed the developing molecular 
weight as a function of time and found that in some cases the molecular 
weight of the polymer formed increases strongly as the particles grow 
while initiator perturbation experiments indicate that η is still V2. One 
possible explanation would be that the transfer of a small growing radical 
to a polymer particle depends on the surface conditions and perhaps also 
on soap concentration at the surface. As these change, the effective num
ber of free radicals generated changes since the rest terminate with a very 
small size in the water phase. However there are several other hypotheses 
that could explain the same phenomenon, and more experiments are 
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2. SHINNAR AND KATZ Polymerization Kinetics 63 

needed to clarify the problem. Thus, this case illustrates a point men
tioned previously—namely, that a model can fit some over-all data fairly 
well and break down when some more detailed predictions are required. 

Another test of a kinetic model is to predict, for example, the be
havior of a continuous stirred tank reactor from batch data. Here the 
data presented by Poehlein (25) are very interesting. Most of the data 
were obtained with low conversion in a system where one would expect 
the Smith-Ewart theory to hold. W i t h respect to some important parame
ters like average molecular weight the theory does not even predict a 
correct trend. The molecular weight seems to be completely independent 
of residence time, whereas the theory predicts a strong dependence (25). 
The size distribution of the particles themselves is also completely differ
ent in shape from what one would expect and is much flatter, again indi
cating some basic difficulties. O n the other hand, the dependence of the 
average size of the particles on the system parameters is predicted with 
remarkable accuracy. W e note therefore that even in the simplest case of 
emulsion polymerization we need much more work before we can apply 
the results with confidence to the prediction of the steady state and 
dynamic behavior of a reactor. 

Another problem in which one needs considerable additional infor
mation is the mechanism of nucleation in both precipitation and emulsion 
polymerization (21, 26, 27). Such reactions involve continuous simul
taneous nucleation of new particles as well as growth and in that sense 
are similar to crystallizers. It has been shown for continuous crystallizers 
that prediction of their behavior requires a good understanding of the 
dependence of the rate of new particle formation on the process 
parameters. 

Most theoretical studies of free radical polymerization deal with 
cases in which the reaction does not depend on the degree of polymeriza
tion or in the state of the product. In many real cases these are dominat
ing effects on the M W D . Thus in homogeneous polymerization the gel 
effect becomes important at higher viscosities (14, 28). In emulsion 
polymerization there are several effects. The effectiveness of capture de
pends on particle size and soap concentration (24), the termination rate 
depends on particle size (29), and furthermore the propagation and 
termination of captured radicals w i l l depend on their mobility inside the 
particle, which changes with particle size and degree of polymerization 
(30) , all effects which have had little theoretical or experimental treat
ment ti l l now. Similar arguments apply to precipitation polymerization 
(31) . 

The fact that most of our theoretical models are only imperfect 
idealizations is often not mentioned when dealing with practical prob
lems (32). In experimental research we often concentrate on those con-
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64 C H E M I C A L REACTION ENGINEERING 

ditions where one would expect that our assumptions have the best 
chance to be correct, such as low viscosity systems in homogeneous 
polymerization and the initial phase of emulsion polymerization. This is 
justified in research, but one should be very careful when applying the 
results to real systems in which these non-idealities may have a dominat
ing effect on the M W D . 

Transport Processes 

The critical transport process for reactor performance is commonly 
material mixing, and we accordingly present here a brief discussion of 
how mixing and mixer design affect the performance of polymerization 
reactors. These effects may be classified under two headings. First, in 
heterogeneous systems, the mixing affects the physical state of the system, 
and thus the particle size, etc. Second, mixing affects the apparent 
kinetics and the resulting M W D in homogeneous as well as heterogeneous 
systems. 

W e discuss first the specific effects in heterogeneous systems. In 
suspension polymerizations the monomer is dispersed in water and kept 
dispersed by the combined action of turbulent agitation and a protective 
colloid. To prevent occlusion of water and impurities, it is important 
that the individual droplets do not coalesce and redisperse throughout 
the polymerization process. The prevention of coalescence of such large 
droplets by agitation was studied by Shinnar and Church (33), but the 
authors are not aware of any industrial data published since then. It is, 
however, well known that correct design of the agitator is important in 
scale-up of such reactors, and that scale-up can lead to changes in the 
size and stability of the droplets. In continuous reactors the droplet sta
bility problem becomes somewhat more complex since fresh monomer 
is immediately exposed to partially polymerized droplets of higher vis
cosity. No experimental data have been published with respect to this 
problem. In some applications uniform size is important, but there are 
no published data on the effect of colloid and agitation on the size distri
bution, though the authors are aware that there is considerable industrial 
know-how in existence and that the variance of the droplet sizes can be 
strongly reduced by proper choice of the above parameters. 

There have been several attempts to study the effect of agitation on 
emulsion polymerization (34). However there is little evidence that 
agitation has any effect as long as the intensity is above a minimum 
threshold value that prevents separation of the monomer or any large 
scale sedimentation. There is no evidence for a maximum allowable 
intensity, nor is the process as sensitive to agitation as suspension polym
erization. This is not surprising since normal agitation has little effect 
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on emulsion particles in the submicron size, which are much smaller than 
the smallest eddy. However, agitation affects the monomer droplets, but 
it seems that their size is not critical. There seems to be little indication 
that further work would lead to a big payoff. In continuous emulsion 
polymerization there is, however, one aspect of agitation that might need 
attention, and that is the effect of locally higher concentration of emulsi-
fier on nucleation. Nucleation phenomena are often sensitive to agitation, 
because nucleation is a highly nonlinear phenomenon and might be 
controlled by higher concentrations near the inlet. 

The considerations noted above about nucleation and about the 
effect of agitation on particle size apply equally to precipitation 
polymerization. 

W e turn now to the question of how mixing affects the apparent 
kinetics and the resulting M W D in polymerization reactors. These effects 
arise in both homogeneous and heterogeneous polymerization, although 
in systems where nucleation must be considered they are complicated 
by the effect of mixing on the nucleation rate. 

The strong effect of mixing on the M W D has been documented by 
Denbigh (35) and others (34, 36, 37) but in these studies, the mixing 
properties and the flow regime interrelate so strongly with the choice of 
reactor configuration that this discussion is carried to the next section. 

Reactor Configuration 

Questions of reactor design and scale-up in quite general contexts 
can be formulated as follows: 

(a) Given a complex chemical reaction, what is the best reactor 
configuration? 

(b) Given pilot plant experiments in a given reactor configuration, 
how can we with confidence predict the behavior of the large scale plant? 
Sensible answers to these questions depend most strongly on knowledge 
of flow patterns and mixing processes. 

Let us start with the second question. Reading the literature one 
might somehow get the impression that we can take any complex reactor 
—e.g., a fluidized bed—and predict its scale-up for any complex reaction 
by admittedly complex but reliable computations based on measurement 
of the residence time distribution. In fact what we can really do is much 
less ambitious though often satisfactory. The only reactors that we can 
really scale up with good confidence are plug flow reactors ( or near plug 
flow reactors) and stirred tanks which are close to being ideally stirred 
tanks. First, we seldom know the reaction mechanism for complex reac
tions that well , and secondly, even if we did, it would be hard to predict 
the exact flow regime of a complex reactor for a new system unless we 
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built one. Let us not confuse our ability to explain the behavior of exist
ing reactors with confident scale-up. As long as we deal with small devia
tions from either plug flow or a stirred tank, it really does not matter too 
much what the exact nature of such deviations is since most analyses show 
that for small perturbations the nature of the perturbation has only minor 
effect. Indeed, we can often put a bound on the possible magnitude of 
such deviations and estimate their effect. W e can base such estimates 
on an approximate knowledge of the kinetics, or we can simulate such 
deviations experimentally to see if they have an effect. The possibility of 
simulating small deviations from complete mixing in a pilot plant is often 
overlooked. In most cases such simulation cannot be done by reducing 
agitator speed. Large vessels have considerable mixing times. To simu
late the same ratio of mixing time to residence time in a small reactor of 
the same design w i l l often change the flow regime or call for impractical 
mixer design, a fact that limits many of the experimental investigations of 
imperfect mixing. However, mixing patterns involving small deviations 
from ideal mixing can be simulated under perfectly controlled conditions 
using highly stirred tanks such as in Figure 1. 

These difficulties do not mean that we cannot scale up a simple 
fluidized bed or any other complex flow. Many reactions are not sensitive 
to mixing patterns or to contact time distribution. This insensitivity can 
be deduced for simple reactions by theoretical considerations or by 
experimental perturbations of the system. W e can often decide quite 
confidently on the basis of previous experience what the risks of a scale-up 
are. 

It is the combination of complex mixing and a flow-sensitive reaction 
which we cannot confidently handle. Lucki ly , these cases are not that 

Figure 1. Controlled simulation of finite initial mixing 
times in a pilot plant reactor 
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frequent, and it w i l l probably always be cheaper to redesign the reactor 
to avoid such problems than to perform the research necessary for confi
dent scale-up. Thus, we can if necessary modify a fluidized bed so that 
it approaches a plug flow reactor. W e can do this by baffling or by using 
a multistage reactor. Admittedly, we lose some of the advantages of a 
fluidized bed, but this can be minimized by intelligent design. 

Plug flow can always be approached by suitable staging. The resi
dence time distribution of a system with 10 stages w i l l be close to plug 
flow even if each stage deviates considerably from any clearly defined 
flow model. The deviations can again often be estimated by suitable 
tracer experiments. The reasoning behind this is similar to that leading 
to the law of large numbers in probability theory, and need not be dis
cussed here. 

It is much more difficult to achieve a completely stirred tank, al
though luckily in most chemical reactors the viscosity is not too high, and 
even large reactors w i l l be fairly well mixed, with the mixing time small 
as compared with the residence time. There are few cases of chemical 
reactions in which simultaneously a single ideal stirred tank is preferable 
to plug flow, the reaction is sensitive to micromixing, and the mixture is 
so viscous that mixing is slow compared with through-put. If we were 
to look for such an example, the first thought that would cross one's mind 
would probably be to look for a polymerization reaction. 

A second problem in scale-up is nonuniform temperature. W i t h a 
knowledge of the reaction rates, we can again predict the maximum tem
perature deviations with reasonable confidence and investigate experi
mentally the effect of such temperature dependencies and modify our 
design accordingly. 

The foregoing is a general discussion of difficulties in scale-up. If 
we ask which aspects apply especially to polymerization reactors, two 
points immediately emerge. One is that in polymerization reactors, we 
much more frequently deal with very viscous and often non-Newtonian 
mixtures. Heat transfer is slow, and it is harder to achieve uniform tem
peratures. Complete and rapid mixing is often unobtainable. Luckily, 
however, many polymerizations are not too sensitive to micromixing 
effects (34, 36, 37). Those that are remain a challenging problem. It 
might be that when mixing is slow, the exact pattern is also not important, 
and that we could apply perturbations around segregated flow, just as we 
can do it with perfect mixing. The plug flow case is much simpler as we 
can always modify our design by suitable staging. Thus, for example it 
has been shown that flow in a tube at high viscosity deviates considerably 
from plug flow. This can easily be remedied by having several small 
remixing sections, arranged by means of baffles or flow distributors. The 
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effectiveness of such devices can be checked by tracer experiments and 
from fluid dynamic considerations. What is more difficult is to judge if 
such added expenses are justified. 

The other difficulty that arises especially in polymerization reactors 
is that it is much harder to evaluate the results of any change by chemical 
analysis. That is, perturbation experiments in polymer pilot plants are 
often hindered by the fact ( mentioned earlier ) that the specifications are 
not defined in terms suitable for the reactor engineer. Indeed, it is often 
very hard to pin anybody down to a confident answer that two samples 
of polymers are exactly equivalent. This w i l l sometimes involve time 
consuming testing programs, which increase the complexity of the prob
lem considerably. 

Another approach to scale-up is the prediction of the behavior of a 
large scale continuous reactor from batch data. Thus for many reactions 
we can with confidence predict the behavior of a continuous stirred tank 
from batch data. There are very few industrially important polymeriza
tions for which this is possible. It has been done in homogeneous polym
erizations but for very constrained conditions. W e know far too little 
about emulsion polymerization or precipitation polymerization to do this 
with any confidence. The paper by Poehlein in this volume (25) demon
strates this quite clearly. Surprisingly, in his results, the observed molecu
lar weight is independent of residence time, whereas our present kinetic 
models would all predict a strong dependence. The paper by Graessely 
on branched polymers (16) also shows that such extrapolations are very 
difficult and might lead to considerable errors. 

W e turn now to the first question formulated at the beginning of 
this section, the search for the best reactor configuration for given re
action kinetics. 

As long as we deal with the simpler cases such as an isothermal plug 
flow reactor vs. a stirred tank, we often need only a very qualitative and 
primitive understanding of the reaction mechanism to make a sensible 
choice. For homogeneous reactions the problem has been discussed, and 
we have enough understanding to solve this simple problem. For hetero
geneous reactions even this simple problem is not that simple, and we 
need either a better understanding or more data. It is, however, acces
sible by experimentation. 

Let us however discuss some of the problems related to emulsion 
and precipitation polymerization. In both cases the nucleation is strongly 
affected by the configuration. In emulsion polymerization correct pre
diction of the nucleation in a continuous reactor from batch experiments 
has been achieved in some cases, though more experiments are needed 
to be conclusive. Regretfully in both cases the experiments were at low 
conversions where one would expect the theory to hold best since condi-

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

02
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tions are not too different from those encountered in a batch experiment. 
It is at very high conversions and with the type of nucleation that in 
batch reactors leads to uniform particle size that one would expect diffi
culties and where one could test the theory. However, qualitatively we 
know that at high conversion, nucleation rate is less than at low con
version, and therefore particle size in a continuous reactor should be 
larger at high conversion because of suppressed nucleation. 

In precipitation polymerization our knowledge is much more quali
tative. W e know experimentally that in a continuous stirred tank, nuclea
tion rates are lower and particle sizes are much larger since nucleation is 
suppressed by the capture of small nuclei ( 26,27 ). 

Particle size in itself has in both cases an effect on the uniformity of 
the molecular weight. Larger particle sizes might cause a high molecular 
weight tail because of trapping of free radicals which might offset any 
gains arising from more uniform polymerization conditions during the 
life of a particle. This can be overcome by introducing a separate nuclea
tion stage. A l l these problems need further investigation before we can 
make even qualitative a priori prediction of the effect of reactor con
figuration on the M W D . 

Other types of polymerization processes in which prediction of mix
ing effects on polymer properties is difficult are copolymerizations and 
graft polymerizations, which often depend on proper distribution of the 
monomers. This is a subject which has received so little theoretical con
sideration in the literature that one can hardly review it, but it is a subject 
in which fruitful work could be done. However, if one deals solely with 
scale-up, the considerations for safe scale-up discussed before w i l l apply 
here too and w i l l allow one at least to recognize those cases that need 
extra attention. 

The search for best reactor configurations leads to a more refined 
class of optimization questions than we have encountered yet in this 
review. These are taken up on the next section, and the associated con
trol questions are considered in the final section. 

Optimization 

Once the over-all configuration of an ordinary chemical reactor has 
been set, a variety of optimization problems present themselves. A t the 
design stage, one has for example the question of minimum volume 
(cost) with suitable constraints on the reactor performance. However, 
since reactor cost is not often a really significant matter, one is more 
likely to encounter such questions at the operating stage, where the plant 
already exists, and one looks to maximize the yield. 
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In either case, these optima are commonly sought through variation 
of flow and temperature—i.e., by distributing suitably the feeds and the 
energy inputs (or takeoffs). The mathematical methods appropriate to 
the problem depend on the manner of this distribution. If the distribu
tion is discrete, as when staging the feed in a cascade of reactors, methods 
ranging from school calculus to modern techniques in mathematical 
programming can be brought to bear. If the distribution is continuous, 
as when studying temperature profiles in a pipeline reactor, methods of 
the calculus of variations are called for. For chemical reactor problems, 
where the situation is described by a small number of ordinary differ
ential equations, one has resources ranging from the modern dynamic 
programming techniques of Bellman to the more classically grounded 
results of Pontrjagin. In addition there are always methods from linear 
algebra or from functional analysis for problems in isothermal first-order 
kinetics ( linear problems ). 

One should bear in mind that at the operating stage, optimum prob
lems are more likely to be solved experimentally than mathematically if 
only because of lack of knowledge of reactor kinetics. The methods here 
are carefully designed perturbation experiments, backed up by careful 
statistical analysis of the results, so as to be confident (at an assigned 
probability level) of detecting a real effect despite random fluctuations 
in the process and errors in measurement. 

The foregoing discussion is for chemical reactors in general. H o w 
does it apply to polymerization reactors? A t the operating stage, to 
maximize the production rate makes economic sense, just as it does for 
ordinary chemical reactors. Mathematically, it is likely to be much harder 
to do for polymerization reactors since even a simple homogeneous 
polymerization system is described by a large number of ordinary differ
ential equations, one for each radical R* and polymer P* of i monomer 
units, or by a pair of partial differential equations if the degree of polym
erization is treated as a continuous variable. Only if a small number of 
summary ordinary differential equations can be developed in the leading 
moments of the M W D — t h i s w i l l usually be possible when the rate con
stants are independent of the degree of polymerization—will the methods 
for conventional chemical reactors be applicable (38). 

While to maximize the production rate always makes economic sense, 
to improve the quality of the product is likely to have even greater payoff 
in polymerization reactors. This must be done experimentally since one 
does not know quantitatively how the M W D defines the quality parame
ters of the polymer. Again, it w i l l be especially difficult and expensive 
to do just because these very parameters cannot be distinguished by 
chemical analysis. 
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2. SHINNAR AND KATZ Polymerization Kinetics 71 

A t the design stage the important optimum question for polymeriza
tion reactors would seem to be to come as close as possible to a desired 
M W D . Ideally, one would only know what M W D to ask for if one knew 
already how to predict product quality in terms of the M W D ; in the face 
of competing quality demands, to characterize the desired M W D would 
itself be an optimum problem. In practice, if the desired M W D is 
broader than what can be obtained in a single reactor, one would be more 
likely to tailor it by blending than by implementing this or that algorithm 
in the calculus of variations. Still, some more immediate questions pre
sent themselves that can perhaps be answered in terms of distributed 
feeds and temperatures. One might, for example, aim at uniform molecu
lar weight, or at the same M W D as an ideally mixed reactor but under 
conditions realizable at high viscosity. Also there is the whole question 
of specifying different polymer structure, such as in graft polymers or 
copolymers, a subject which has received little attention from the reactor 
engineer. One situation especially where proper staging might lead to a 
narrower M W D is that in which the termination rate depends strongly 
on the degree of polymerization. In homogeneous polymerization, this is 
simply the gel effect, and here temperature staging might well reduce the 
high molecular weight tail. In heterogeneous polymerization, this occurs 
when intraparticle diffusion becomes controlling (trapping), and here a 
separate nucleation stage operating at different conditions might have 
the same effect. 

Even in the simplest case of a well known chemical reaction seldom 
are such optimization procedures used in the actual design of reactors. 
What this type of work leads to is an understanding of what would be 
gained by better design and in what direction one should go. Even if the 
reaction is only imperfectly understood, theoretical considerations might 
lead to suitable experiments. It is in this area that a better understanding 
of these problems would lead to real gains. 

Control 

In complex reactions, when product quality is important, easy con
trollability of the reactor should be one of the major considerations in 
reactor design. We often design a control system around a finished re
actor instead of incorporating the control into the initial design. How
ever these concepts are only slowly entering reactor design in general, 
and in that aspect polymerization is not different from other reactors, 
only that cases involving control difficulties are more frequent. Thus 
close temperature control might be more important in some polymeriza
tion reactors than in almost any other type. 
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72 CHEMICAL REACTION ENGINEERING 

Another specific aspect of continuous control in polymerization is the 
fact noted earlier that the desired properties of the product are not always 
clearly related to parameters easily measured in a continuous reactor. W e 
therefore must try to keep as many parameters as possible constant and 
rely upon changes in easily measurable parameters as alarm signals. 
From a theoretical point of view we are dealing with a control system in 
which only some of the state variables are measured and used for con
trol, and what we need is a better understanding of the region of the 
total state space open to us under such partial control. 

Consider, for example, homogeneous polymerization of a monomer, 
such as in a prepolymerization reactor. Control of temperature as well as 
viscosity w i l l bound the molecular weight, and from the limits of the 
two measured variables one can quite easily deduce bounds on the M W D 
of the mixed total product. If the polymerization were in solution, solvent 
concentration in the product stream would also have to be measured, 
otherwise the bounds become too large. However measurement of the 
molecular weight by intrinsic viscosity would suffice as a single control 
parameter in a stirred tank reactor. 

O n the other hand in a continuous emulsion or precipitation polym
erization where the uniformity of the molecular weight might depend 
on intraparticle diffusion, measuring the intrinsic viscosity is not enough 
to put a bound on the M W D unless we know from experience that for 
this specific polymer it is a sufficient control criterion. We can easily 
imagine that by changing particle size and conversion the same intrinsic 
viscosity might relate two polymers with different M W D . For copolymers 
this becomes even more complex. Some theoretical work on the possible 
bounds of imperfectly controlled systems might be very valuable for a 
better understanding of such systems. 

This question of partial measurement of the state vector must also be 
considered in any considerations of optimal control of batch systems, 
intentional periodic operation, or other optimal trajectory problems. 

Another feature of some continuous polymerization systems is their 
tendency to low amplitude low frequency limit cycles (39) and possibly 
to multiple steady states (20). Although multiple steady states com
monly arise in situations that are heat transfer controlled, they may arise 
as wel l in heterogeneous systems involving a nucleation step because of 
the dependence of the particle nucleation rate (and perhaps the growth 
rate also ) on the existing particle surface. Such systems may also have a 
single unstable steady state with a stable limit cycle "surrounding" it, 
and so show sustained fluctuations very much like those shown by crys
tallizers (40). Indeed, stability analyses may be borrowed from crystal
lization studies and applied to these polymerization systems. However, 
instability in polymerization systems may arise in ways having no special 
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2. SHINNAR A N D KATZ Polymerization Kinetics 73 

analogy to crystallizer behavior, for example, because of a viscosity-
dependent termination rate; this particular effect can readily be demon
strated mathematically by estimating viscosity effects in terms of the 
total monomer conversion. 

It may also be noted that polymerization reactors are especially 
likely to have natural disturbances amplified by the control system. This 
is partly because of time delays in the measurement, which is normally 
an off-line laboratory procedure, and partly because of imperfect knowl
edge of (and fluctuations in) the reactor gains. The whole situation is 
made worse by the fact that the natural time scale of many disturbances 
in the reactor, such as catalyst batch changes, is of much the same order 
of magnitude as just these measurement delays, thus permitting the con
trol system to act as a strong amplifier of these disturbances. While one 
has a theoretical understanding of such problems, they are in fact largely 
ignored in the operation of polymerization reactors, both manual and 
computer controlled. In this respect, the work of Box and Jenkins (41) 
can be of interest. 

A deeper understanding of all such behavior is very important when 
sophisticated control such as direct digital control is considered. Again, 
the answer might often be not in a complex control but in designing the 
reactor system so that cyclic behavior or amplification of disturbances is 
avoided. 
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Contributed Papers 

Emulsion Polymerization of Styrene in One Continuous 
Stirred-Tank Reactor 

GARY W. POEHLEIN and ANDREW W. DEGRAFF, Department of 
Chemical Engineering, Lehigh University, Bethlehem, Pa. 18015 

Emulsion polymerization studies in a single continuous stirred-tank 
reactor (CSTR) can be useful for two reasons. First, the experimental 
results can be utilized to design commercial continuous systems which 
are destined to become more important in the polymer industry (I). 
Secondly, the data might be more discriminatory than batch data for the 
elucidation of process mechanisms. Such could certainly be the case for 
emulsion polymerization reactions for which the transition from batch 
data to continuous reactor predictions is no simple matter. The three-
interval reaction model proposed (2, 3, 4) for the batch reaction cannot 
have any significant meaning in a steady-state CSTR. New particles 
must be formed in the presence of many existing particles in the CSTR. 

The variables subject to the control of the reactor designer and op
erator are: (1) reaction conditions, (2) emulsifier concentration, (3) 
initiation rate, and (4) mean residence time. The influence of these vari
ables on the important dependent variables: (1) particle size distribu
tion, (2) polymerization rate, (3) particle number, and (4) polymer 
molecular weight is of significant interest to the reactor design engineer. 
This paper examines the relationships between these variables for styrene 
polymerization. 

Theory 

Any satisfactory theory must account for (1) particle formation, (2) 
particle growth, and (3) distribution of residence times. The area of 
least knowledge, and thus the most questionable part of our theory, is 
particle formation equation. We have assumed that the particle concen
tration (N) m the CSTR can be expressed by Equation 1: 

75 
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76 CHEMICAL REACTION ENGINEERING 

(1) 

where = rate of initiation, θ = mean residence time, Aa = adsorbed 
emulsifier, and Af = unadsorbed emulsifier. 

Particle growth, at least for styrene particles, can be expressed with 
much more confidence (5,6) as follows. 

where ν = particle volume, r = particle radius, [ M ] = monomer con
centration at the reaction site, η = average number of free radicals in the 
particle, Κι = constant which depends on monomer and reaction con
ditions. 

For very small particles η = 1/2, and dv/dt is a constant, but for 
large particles η is directly proportional to u. Stockmayer (7) has pro
vided a relationship between n, particle size, and reaction conditions. 

The distribution of residence times, which is also the particle age 
distribution in the effluent of an ideal CSTR, is given by Equation 3. 

If the particles are small and η = 1/2, Equations 1, 2, and 3 can be 
solved in a straightforward manner (8) for the particle size distribution, 
polymerization rate, number of particles, and molecular weight charac
teristics. If the particle size distribution is broad enough so that η > 1/2 
for the larger particles a numerical solution procedure (8) is required 
to calculate the parameters listed above. 

Experimental Program 

The reactor system was a simple, stirred, 1-liter vessel with two inlet 
flow streams: the water mixture and the monomer. The materials, con
centrations, and ranges of experimental variables are listed below. 

Initiator: ammonium persulfate—0.3 to 4.0 grams/100 grams H 2 0 . 
Emulsifier: sodium lauryl sulfate—0.25 to 3.0 grams/100 grams H 2 0 . 
Styrene: inhibitor removed by washing with N a O H solutions. 
Reaction temperatures: 50° and 70°C. 
Reactor mean residence time: 0.12 to 1.0 hours. 
Experimental data were obtained only after eight to 10 mean resi

dence times to assure steady operation. N o cyclic behavior was observed 

(2) 

(3) 
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P O E H L E I N A N D DE GRAFF Emuhion Polymerization 77 

after two to three mean residence times. Monomer conversion was always 
less than 25% so that a free monomer phase was present in the reactor 
effluent. 

Results 

Particle size distributions for moderate (30 minutes) to low values 
of mean residence times could be predicted within the accuracy of the 
electron microscope measurements by the ideal Smith-Ewart growth 
model—i.e., η = 0.5. The Stockmayer modification was required for ac
curate predictions of particle size distributions for the runs at 1 hour 
mean residence time. Typical results for the number-average diameter 
(Dn) are shown below (0 = 1 hour). 

Theoretical Predictions Experimental 
Ideal Model Stockmayer Modification Value 

Ώη 858 A 1018 A 1100 A 

The experimental values are apt to be slightly high because the prob
ability of missing small particles in the electron micrographs is greater 
than average. 

The number of particles predicted by the ideal theory is given by: 

2/3 
R& KxRjd j kp[M]G \ ( . 
Ν 1 + (Af + Aa) \l - K2[M]j w 

where: Ki and K2 are constants which can be determined independently, 
[ M ] is the monomer concentration in the particles, and kp is the propaga
tion rate constant. 

The Stockmayer modified theory predicts the formation of fewer 
particles because those which grow larger than the ideal theory suggests 
w i l l absorb more soap, leaving less to stabilize new particles. The experi
mentally measured particle concentrations were always less than pre
dicted by the ideal theory (average deviation « —35% ). The observed 
differences could be caused by deviations from ideal theory, experimental 
counting errors, and the use of an inadequate particle formation equation. 

The rate of polymerization can be related to the number of particles 
as follows: 
where: < n > is η averaged over all particles. 

Rp = kp[M]N<n> (5) 

When deviations from the ideal model occur (large 0), Ν decreases, 
but < n > increases. These effects nearly balance, and the predictions of 
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78 C H E M I C A L REACTION ENGINEERING 

the two models are nearly the same. Rp experimental data are more accu
rate than Ν data, and thus a much better agreement is achieved between 
theory and experiment. The experimental data points are scattered 
rather evenly above and below the theoretical curve. 

Molecular weight averages were measured with a G P C , and Mw 

values were checked with light scattering. Mw/Mn ratios were around 
2.5-3.0 for most runs. Theoretical predictions for systems of monodis-
perse particles suggest that Mw/Mn should be 2.0 (9). The larger values 
observed in our work could be caused by particle polydispersity and/or 
transfer reactions to monomer and polymer which were not considered 
in the theory (9). 

(1) Platzer, N . , Ind. Eng. Chem. (1970) 62, 6. 
(2) Harkins, W. D. , J. Am. Chem. Soc. (1947) 69, 1428. 
(3) Smith, W . V., Ewart, R. H . , J. Chem. Phys. (1948) 16, 592. 
(4) Gardon, J. L . , J. Polymer Sci. (1968) 6, 623. 
(5) Roe, C. P., Brass, P. D. , J. Polymer Sci. (1957) 24, 401. 
(6) Vanderhoff, J. W., Vitkuske, J. F., Bradford, Ε. B., Alfrey, Jr., T., J. Poly

mer Sci. (1956) 20, 225. 
(7) Stockmayer, W. H . , J. Polymer Sci. (1957) 24, 314. 
(8) Poehlein, G. W., DeGraff, A. W., unpublished work. 
(9) Katz, S., Shinnar, R., Saidel, G. M., A D V A N . C H E M . SER. (1969) 91, 145. 

A Generalized Dimensionless Model of Polymerization 
Processes 

S.-I. LEE.1 T. ISHIGE, A. E. HAMIELEC, and T. IMOTO,2 McMaster 
University, Hamilton, Ontario, Canada 

A generalized dimensionless model which includes gel effect and 
very high conversion is proposed. This is an extention of the previous 
ν model developed for the polymerization processes with conventional 
free-radical kinetics ( I , 2). Assuming that the radical lifetime is short 
compared with the reaction time and that the active polymer with chain 
length /, Pj, can grow with propagation probability β from Pj.h one can 
obtain the following equations: 

1 Stevens Institute of Technology, Hoboken, N. J. 07030. 
2 Osaka City University, Osaka, Japan. 
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LEE ET AL. A Dimensionless Model 79 

F(j, ν) i , « e t m j ' P y / P w S J ' " 1 exp ( - j/ v)/(l - 1)/ v' (1) 

P i , act (V) = Po/Pl-! = Ï-V (2) 

00 

where Ρ* = Σ ^ Λ and ν = β/(1 - β) » 1. 
7=1 

Suppose initiation: K (catalyst) + A (monomer) - » P i , and 

termination: P { + P, - » M i (dead polymer) + Μ, + Mi+j and chain 

transfer and its reinitiation: P* + S (transfer agent) -> Af< + S* (radi
c a l ) ^ * + A - » S + P i . Then, the M W D s and averages of dead polymer 
produced at any instant can be given using Equations 1 and 2. For ex
ample, for I = 2, 

/(J,v)t, inst = (OF,, act + W f , act)/(l + γ) (3) 

p 2(v) = {(2 + 2γ + α)/(1 + γ ) } . ν (4) 

where γ = kfS/ktP0 and ν Ξ (ν γ = 0 )/ (1 + γ) . 

If the reaction takes place in a H C S T R , the above M W D s are the 
ones of its output product at steady state. However, if it occurs in a 
BSTR, they should be integrated over a reaction time. Therefore, gen
erally the ν changes with monomer conversion c (2). For the kinetics 
above, the v—c relation can be characterized by only one dimensionless 
parameter a (= kdkt/8kp

2fK)1/2 if there is no gel effect. Using this to
gether with Equations 1-4, one can eliminate many computational prob
lems for M W D s and their averages. This ν model method can be applied 
to the linear dynamics of M W D s in continuous flow reactors (2). For 
example, in a H C S T R , the deviation of M W D s can be given in general as 

Δ ί Ό » ι , act/F(j, V.)/, act = (j ~ Ρ I, act (v))Av/v, 2 (5) 

If Δν = 0, the reactor produces the polymer with the narrowest M W D s 
given in Equation 3. This implies that the same product could be 
obtained by keeping ν constant whether the reactor is batch or flow. 

Let us propose an extended ν model (below). W e assume that all 
the rate constants k s= (kif kp, kt>...) are changeable and that these 
changes can be expressed by the product of the following two factors, 
subjective and objective to active species: chain length effect φ = (ψι, 
Ψρ, ψί,. ·.) and reaction environmental effect c = (c*, eP9 et> ·. .)· For ex
ample, kt = \pt ' «i · kt0. Again assuming that any active polymer is a 
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80 CHEMICAL REACTION ENGINEERING 

sphere swollen with monomer, one considers the probability Ρ that the 
radical end exists on the surface layer of the sphere (2). Then, Ρ oc v " 1 / 3 . 

If the radical ends can react with the swollen monomers with the same 
reactivity outside (δ = 1), ψρ = 1. If their reactivity is zero inside (δ = 
0), ψρ oc P. As for terminations, we consider only the case \f/t

 α Ρ 2 

oc ιΓ 2 / 3. The c represents the reductive change of relative mobility be
tween two reacting species. This could be related strongly to the viscosity 
of the over-all reaction mixture. W e assume c as a function of temperature 
T, c, Ph etc., 

ε = ε (Γ , c, Ph FiU), . . .) 

Assuming an isothermal case, we have 

de/dt = de/de >dc/dt + de/dPi · dPi/dt H (6) 

The first approximation assumes that the second and the further terms 
on the right would be insensitive compared with the first one. Then, 

de/dt = de/dc-dc/dt (7) 

where c is regarded as a function of c only. For a numerical study it was 
assumed that de/dc = —hé1 for each component of c with corresponding 
constants h and n. Denoting initial values by "o", iJuo 

= ki/ki0 = f-kd/fokdoy since ψ* = 1. Also, ερ/ερο = (kp/kpo) ( v/ v 0 ) 1 / 3 for δ 

= 1 and (kp/kpo) for δ = 1, and e*/e<0 = (&*/&#*)( v/ v 0 ) 2 / 3 . 

In this way, once the apparent rate constants kif kp, and kt are evaluated, 
cf, cp, can be calculated by knowing ν which is proportional to radical 
lifetime. 
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Continuous Reactors in Free Radical Polymerization with 
Branching 

K. NAGASUBRAMANIAN and W. W. GRAESSLEY, Northwestern University, 
Evanston, Ill. 60201 

The distribution of molecular weights obtained in polymerization 
depends on the nature of the elementary reactions that build the mole
cules and the reactor system. Denbigh ( 1 ) pointed out in 1947 that con
tinuous stirred tank reactors ( C S T R ) can yield either broader or narrower 
distributions than batch reactors, depending on whether the molecules 
continue to grow during their time in the reactor or are formed in times 
which are short compared with the residence time. Free radical poly
merization usually conforms to the latter case since radical lifetimes are 
typically of the order of 1 sec or less. However, if branching occurs by 
reactions between growing radicals and previously formed molecules, 
such as in the case of ethylene or vinyl acetate polymerization, the chains 
are reactivated periodically, and continued growth is possible. Recent 
calculations (2) have shown that substantial broadening is expected in 
CSTR. The purpose of the present study is to test these conclusions 
experimentally in the vinyl acetate system. 

Ο 20 * o 6 0 
PERCENT CONVERSION 

Figure 1. Solution polymerization of vinyl acetate 
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82 CHEMICAL REACTION ENGINEERING 

Solution polymerizations were conducted under argon at 60 °C in 
batch and in a 1-liter continuous stirred reactor. The concentration of 
initiator ( azobisisobutyronitrile ) was 1.6 Χ 10"3 mole/liter, low enough 
to make the distribution of molecular weights independent of termination 
rate (controlled by propagation and chain transfer alone). The solvent 
was ferf-butyl alcohol with an initial solvent-monomer ratio of 2/1. Con
versions ranged from 12 to 71% in the batch system and 13 to 63% in 
the C S T R at steady state. Preliminary studies had shown an exponential 
distribution of residence times in the stirred system. Number-average 
molecular weights M n were measured by osmometry; weight-average 
molecular weights Mw were obtained by light scattering. 

400,000 h 

300,000 MICROMIXED, 
( SEGREGATED 

200,000 
20 40 

PERCENT CONVERSION 

Figure 2. M vs. percent conversion 
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100.000 
J 0 20 40 60 

PERCENT CONVERSION 

Figure 3. M vs. percent conversion after adjusting C m value 

Figure 1 shows Mw/Mn vs. conversion in the two reactors. As pre
dicted, the ratio is nearly 2.0 at low conversions for both systems, but as 
conversion increases the C S T R products become more broadly distributed 
than the batch products. Branching density is also higher in the C S T R 
products, and this appears to be the principal broadening influence. 

Branching density and molecular weight distribution are controlled 
by the relative rates of propagation, monomer transfer, solvent transfer, 
polymer transfer, and terminal bond polymerization. The kinetic con
stants for all reactions except solvent transfer are known from earlier 
batch studies on bulk polymerization of vinyl acetate at 60°C (3) : 

Cm = 2.43 X 10- 4, Cp = 2.36 X 10~4, and Κ = 0.66 

Differential equations were written for the population of polymer mole
cules and radicals and solved to obtain the first three moments of the 
distribution. Theoretical expressions were thereby obtained for Mn and 
Mw as functions of conversion x, with parameters Cm, Cp, K , and C e . The 
expressions were quite different for batch and C S T R systems. Further-
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84 CHEMICAL REACTION ENGINEERING 

more, the expressions were sensitive to the degree of segregation in the 
CSTR. Two cases, perfectly micromixed and perfectly segregated, were 
analyzed. 

In the batch system excellent agreement was obtained for both Mn 

and Mw vs. χ when Cm, Cv, and Κ from bulk polymerization were used 
with C8 = 0.48 Χ 10"4. However, when the same constants were used 
to compute Mn and Mw vs. χ for the CSTR, the agreement was poor since 
experimental molecular weights were somewhat below both the micro-
mixed and segregated curves (Figure 2) . When Cm was adjusted to 
3.2 χ 10"4, the values at low conversions were fitted, and the experimental 
data followed the segregated curve rather well (Figure 3) . 

The discrepancy is believed to arise from trace impurities (perhaps 
atmospheric oxygen) present in both reactors. A n inhibition period was 
observed in batch polymerization, and we assume that during this time 
the impurity is consumed by initiator radicals. Normal polymerization 
subsequently takes place. In the C S T R system however, the impurity 
enters continuously with the feed, acting thereby to lower the molecular 
weight and retard the polymerization rate. Lower polymerization rates 
were indeed observed in the CSTR. 

Thus, continuous stirred polymerization yields broader distributions 
than batch systems in branching polymerizations. However, although 
calculations for the segregated C S T R fitted the data best, one must regard 
the case as unproved until the inhibition anomaly is cleared up. 

(1) Denbigh, K. G., Trans. Faraday Soc. (1947) 43, 648; J. Appl. Chem. 
(1951) 1, 227. 

(2) Graessley, W. W., AIChE—I. Chem. E. London Symp. (1965) 3, 16. 
(3) Graessley, W. W., Hartung, R. D., Uy, W. C., J. Polymer Sci. Pt. 2A 

(1969) 7, 1919. 
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The Use of Free Radical Homogeneous Addition 
Polymerization in Estimating Mixing Effects in an 
Imperfectly Mixed CSTR 

R. W. DUNN1 and C. C. HSU, Department of Chemical Engineering, 
Queen's University, Kingston, Ontario, Canada 

A generalized mixing history model of an imperfectly mixed C S T R 
is developed where the reactor is considered to have two regions—a com
pletely segregated entering environment and a micromixed leaving en
vironment. It is assumed that the transfer from the entering environment 
to the leaving environment is instantaneous and that the distribution of 
times of transfer can be modelled by a mixing time distribution ( M T D ) 
which in properties is analogous to the residence time distribution ( R T D ). 

The model requires the age distribution functions to calculate the 
output concentrations of the reactant from each environment. In the case 
of entering environment, the age distribution functions as defined by 
Danckwerts ( I ) can be used. These functions cannot be applied to the 
leaving environment because of the nature of the input. However, it can 
be shown that 

Et(t) = E0{t) - Ee{t) 
where Ε is the age frequency distribution and the subscripts o, e9 and I 
refer to the over-all reactor system, entering environment, and leaving 
environment. 

The average reactant concentration transferring between the environ
ments Cm can be obtained by integrating batch reactor data with respect 
to the age a* (2) which is defined as the maximum age of a molecule 
from the time it enters the system to the time it transfers to the leaving 
environment with a maximum life expectancy λ*. 

Cm = f~E(a*)C(**)da 

The concentration of a leaving environment plug flow reactor Cf is ob
tained by the following equation 

dC> = r(C,) + (C, - C « ) 3
 Ε ο { θ ) 

with the boundary condition 

^1 = 0 at θ = » 
αθ 

'Present address: Rio Algom Mines, Ltd., P.O. Box 1500, Elliot Lake, Ontario, 
Canada. 
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86 CHEMICAL REACTION ENGINEERING 

In this equation r(Ci) is the rate of reaction, θ the dimensionless time, 
and F the residence time distribution function. When the volume of 
entering environment is zero—i.e., Fe(0) = 1 and λ = θ—the above 
equation reduces to that derived by Zweitering (3). 

The simplified kinetic model of a free radical homogeneous addition 
polymerization proposed by Tadmor and Biesenberger (4) was used to 
test the model. Experimental runs were simulated with a selected M T D 
and a perfectly mixed R T D by calculating the outlet conditions—i.e., 
monomer concentration and the moments of the molecular weight dis
tribution of polymer products. It was shown that the parameters of the 
M T D could be obtained from the outlet conditions of a known reactor 
system using the Rosenbrock pattern search method as described by 
Wilde (5) to minimize the deviation between the calculated sum of 
first three moments of the molecular weight distribution and that of the 
experimental values. 

The results from this theoretical study are promising, and the method 
proposed here might be useful to study the imperfect mixing in a poly
merization process in viscous region and to diagnose the mixing difficulties 
in existing industrial polymerization reactor system. 

(1) Danckwerts, P. V., Appl. Sci. Res., Sect. A (1953) 3, 279. 
(2) Danckwerts, P. V., Chem. Eng. Sci. (1958) 8, 93. 
(3) Zwietering, T. N., Chem. Eng. Sci. (1959) 11, 1. 
(4) Tadmor, Z., Biesenberger, J. Α., Ind. Eng. Chem., Fundamentals (1966) 

5, 336. 
(5) Wilde, D. J., "Optimum Seeking Methods," Prentice-Hall, Englewood 

Cliffs, N. J., 1964. 

Calculation of High Pressure Polyethylene Reactors by 
a Model Comprehending Molecular Weight Distribution and 
Branching of the Polymer 

J. THIES and K. SCHOENEMANN, Technical University of Darmstadt, 
61 Darmstadt, West Germany 

This investigation of the structural kinetics of high pressure poly
ethylene is the continuation of the development of the industrial process. 
In discontinuous batch experiments the conversion of ethylene was deter-
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THiES A N D S C H O E N E M A N N Polyethylene Reactors 87 

mined from the pressure decrease (Figure 1) and described by the 
simplest free radical chain mechanism which sufficed for the design of a 
plant of 24,000 tons/year capacity (1,2,3,4). 

Immediate measurements 

Reaction path in the Ρ - T - d i a g r a m Conversion - time — curve 

Figure 1. Determination of the reaction velocity by 
hatch polymerization 

This result was encouraging enough to proceed towards the final 
objective of determining by a kinetic model the molecular weight 
distribution and the branching of the polymer. This objective includes 
the fundamental problem of whether such a complicated project is 
feasible experimentally as well as mathematically. 

To obtain the rate constants of the mass balances in the form of 
simple algebraic equations the laboratory experiments were carried out 
in a continuously operated stirred vessel microreactor (5). The molecu
lar weight distribution was determined by gel permeation chromatogra
phy (6). The molecular weight was calculated after an indirect method 
based on the Flory relation of the hydrodynamic volume (7, 8) and on 
the still unknown long chain branching. 

To describe the polymerization a model was postulated which in
cluded nine types of reactions: initiation, propagation, radical transfer to 
the monomer and to the polymers, intramolecular radical transfer, de-
polymerization of radicals, an undefined formation of radicals for the sake 
of empirical corrections, termination by disproportionation and by 
combination. 

The mass balance of a reactant i involved in η kinds of reactions 
carried out in a stirred vessel in a steady state flow with the admission 
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88 CHEMICAL REACTION ENGINEERING 

concentration c*o, the exit concentration c{ and the mean residence time 
τ = V/q is expressed by: 

m—I 

As an example the mass balance for a polymer Ρ of chain length ν can be 
formulated as follows: 

- - C p v = kuM 'CM -CRy + kup (CRV Σ c?i ~ ~ c ^ v Z C O + 

CO V _ l 

2kD -cRy · Σ c « i + Σ 'CR<y-D 

The quantity of P„ is formed according to four rate terms; the first repre
sents the formation by transfer of radicals Ίλν to monomers M , the second 
the transfer to polymers P, the third the formation by disproportionation, 
and the fourth that by combination. 

By means of such mass balances, which then were established for all 
molecules of ν = 1. . . oo, both formed and consumed, the nine types 
of reactions of the entire system are interconnected, and, therefore, the 
formation of the structure of the polymerizate is described. 

The probability w of the appearance of a polymer Ρ with chain 
length ν as a function of ν is expressed by the ratio of the respective indi
vidual concentration cPV to the total concentration of the sum of all 
polymers 

W p ( v ) = 

Σ cPi 
i=l 

This ratio enters the statistical zero moments ^ of the molecular weight 
distribution (9) 

00 

μ ρ Λ = Σ v * - w p ( v ) 

in which k represents the number of the successive statistical zero mo
ments; thus μ is experimentally determinable. 

To establish the balance equations of the statistical zero moments 
(which therefore represent the interdependence of the postulated nine 
kinds of reactions) each of the single balances for a polymer (or for a 
radical) of the chain length ν was multiplied by the individual factor 
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THiES A N D S C H O E N E M A N N Polyethylene Reactors 89 

eivx which is taken from the complex Fourier series from which the zero 
moments are derived. 

ikuM - C M Σ cRi 

- -wp(v) -e ? V x = < -w * ( v ) + k U P J 2 CRi[wR(\) - wp(v)} + 

Σ cPi 

2&D ( Σ C « T ) kK ( Σ C « T J 
\i=l / \i=l I v—t 

w « ( v ) Η · Σ ^ Λ ^ ' ) " W * ( v - i ) > e , v x 

œ œ {=1 
Σ CP{ Σ CPi 

The infinite number of single balances modified in this way is always 
added to form a summarized balance in which the entire information of 
the many single balances and, therefore, of the molecular weight distri
bution is contained. 

In these summarized balances complex Fourier series of the form 

F Ρ = J2e3VxwP(y) 
v=l 

appear which express the molecular weight distribution. Continuing the 
above example, the summary balance of the formation of polymers ( ν = 
1 . . . oo ) reads 

1 (kuM'CM kUP Σ °P; \ ν _ 
rr ( ν + 1 + 2 K » ) <F* ~ F P ) + F R ~ F P = 0 

The branching of the molecules which represents the second main 
characteristic of structure, prevails in high pressure polyethylene in 
contrast to low pressure polyethylene. This is because the velocities of 
the various kinds of reaction depend strongly on reaction conditions. The 
main influence on branching is exerted by the transfer of radicals. D i 
rected to polymers, it determines the long chain branching and thus 
viscosity, melt index, etc.; intramolecular radical transfer, however, causes 
short chain branching which influences density, crystallinity, etc. To 
determine this branching the material balances for the formation of the 
structural groups were established in a manner similar to the one as 
described above. 

For each of the polymerizates produced at different reaction condi
tions, the above system of mass balances of the individual components 
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In ks 

2\ 

I. Initiation 

' UM 

3. Radical transfer to monomer 

5. Intramolecular radical transfer 

Ink., 
"U 

1 l/T 
7a. Undefined formation of radicals 

8. Termination by combination 

Ink a 

10. Total termination 

2. Propagation 

U. Radical transfer to polymers 

7b. Empirically corrected formation 
of radicals 

9. Termination by disproportionation 

lnkB 

II. Overall reaction 

Figure 2. Arrhenius diagrams of the nine types 
of reactions of the structure-kinetic model 
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THiES A N D S G H O E N E M A N N Polyethylene Reactors 91 

involved was solved for the unknown velocity constants by substituting 
15 balance equations into one another. 

The reaction velocity constants determined in the various experi
ments for each of the nine types of reaction were plotted in Arrhenius 
diagrams log k vs. 1/T (Figure 2) . Since satisfactory regression lines 
could be drawn in all cases, the usefulness of the postulated model is 
proved. 

The optimization by means of extensive programs ( necessary for the 
nonlinear regression ) and by the many iterations was made possible only 
by the good approximation values read from the Arrhenius diagrams (10). 
The internal consistency of the model was checked by comparing the 
conversion degrees and structure characteristics calculated with the ex
perimental values (11). The mean deviation from the experimental 
values is not yet quite satisfactory, but it arises mainly from experimental 
errors in the microreactor rather than from imperfections in the model. 

It is now possible to describe the structure of a polymer by a model 
without exceeding reasonable bounds of mathematical effort. 
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The Effect of Imperfect Mixing on the Initiator Productivity 
in the High Pressure Radical Polymerization of Ethylene 

TH. J. VAN DER MOLEN and C. VAN HEERDEN, DSM, Central Labora
tory, Geleen, The Netherlands 

The initiator consumption in the radical polymerization of ethylene 
was investigated in a 1-liter stirred autoclave (h/d<^2). Polymerizations 
were performed continuously at a constant pressure of 1600 atm. Five 
different types of initiators (peroxides) were needed to bridge the tem
perature range of 130°-270°C. 

Formulation 

The general formulation for the over-all polymerization rate r in 
moles/liter/sec is : 

r = *.,[M][7P = W V l M l l / l " (1) 

For use in continuous polymerization experiments this equation can be 
modified by a mass balance for monomer, initiator, and radicals. By 
means of the initiator mass balance the concentration in the reactor [I] 
can be converted to the concentration in the feed [I c]—viz., [I] ( hr + 1 ) 
= [ I 0 ] , For the continuous process the initiator decomposition rate is 
so high that always fcTT > > 1, with the consequence that h can be 
eliminated by substituting [I] = [ I 0 ] A I T in Equation 1. One then 
obtains : 

R =WF> {m)m[M] [J^ = m*{ηε)ιη[Μ] % (2) 

In developing the equations, in agreement with Symcox and Ehrl ich (I ), 
we used molar concentrations instead of fugacities. 

The initiator consumption per unit time is not an unambiguous 
function of the polymerization temperature. On the one hand, theoreti
cally the initiator consumption should decrease with increasing tempera
ture since the propagation rate is favored more strongly than the termina
tion rate; on the other hand, in the continuous polymerization of ethylene 
under high pressure a higher temperature means a higher degree of 
ethylene conversion and hence an increase of initiator consumption. 

Thus, we use a more convenient parameter, the so-called initiator 
productivity: η in terms of (moles converted ethylene)/(mole initiator), 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

02



V A N DER M O L E N A N D V A N HEERDEN Imperfect Mixing 93 

both per unit time. Starting from Equation 2 the following relation for 
η can now be obtained simply: 

moles converted ethylene 2kp
2

 ΤΆ„ 1 — ξ , ο λ η = . . ... ,—~ = -~τ~ ηε[Μ] —Ε— τ (ό) mole initiator kt ς 

In developing Equation 3 we assumed that (in theory) each molecule of 
initiator yields n radicals and that the efficiency amounts to €. A t con
stant pressure ( 1600 atm ) the relationship between η and the temperature 
can be determined only if η is related to the same values of [ M ] , r, and ξ. 
That is why for each series of experiments calculated by Equation 3 the 
value of η is always corrected to standard conditions [ M ] = 14.0 moles/ 
liter, r = 120 sec, and ξ = 0.10. 

If ru is assumed to be constant and kov ^ kp/kt
1/2 can be described 

by an Arrhenius relation, a rectilinear relation can be expected to exist 
between log η and 1/Γ as long as the reactor can be considered to be 
perfectly mixed. 

η and Polymerization Temperature 

In Figure 1 the corrected values for η are plotted against 1 / T ( ° K ) . 
For each initiator ( n = 2 ) a similar curve is found, showing the following 
three regions: 

(1) The Lower Temperature Region. For every initiator the log η 
curve terminates at the low temperature side in a point where the continu
ous polymerization process terminates because of a relatively too small 
over-all rate of polymerization. For temperatures higher than this mini
mum, η increases owing to the increase of kp

2/kt. The slope of this part of 
the curve is determined by 2 Ep — Et, which is independent of the type 
of initiator and amounts to 14 kcal/mole, in good agreement with the 
results of other investigators (2). 

(2) The Transition Region. By raising the temperature further a 
transition region is found for each type of initiator, in which a maximum 
in η is reached at a critical temperature Tk. The values of ηκ and Tk are 
different for each initiator investigated. 

(3) The Upper Temperature Region. For temperatures above Tk η 
appears to decrease rapidly in all cases. This presumably is caused by a 
premature initiator decomposition before the contents of the reactor have 
been mixed sufficiently—in other words, radicals are wasted. 

To account for these phenomena, the following characteristic times 
are introduced: (a) τ = reciprocal space velocity, (b) T, = l/kt = char
acteristic time constant for initiator decomposition, ( c ) rm = characteris
tic time constant for mixing in the reactor, which is of the order of the 
reciprocal stirrer speed. In the lower temperature region: rm < τ ι < τ. 
Here perfect mixing in the reactor can be assumed. In the transition 
region at Γ — Tk : rm ^ τ, < τ. The half-lifetimes of the initiators, used 
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94 CHEMICAL REACTION ENGINEERING 

in this investigation, are known only at low temperatures. Extrapolation 
of the half-life curves, as a function of the reciprocal of absolute tempera
ture, up to the real polymerization temperatures, and taking into account 
the effect of high pressure on the initiator decomposition rate ( a decrease 
of about 30% at 1600 atm relative to atmospheric pressure), results in the 
following values for τ { at Τ — Tk—viz., 0.07 sec ( I 2 ) , 0.04 sec ( I 3 ) and 
0.18 sec ( I 4 ) . This means that if rm « η at Τ = Tk, mixing in the reactor 
is accomplished after one to four rotations of the stirrer ( speed = 1500 
rpm), which is a reasonable result. 

+ 5H 

+ 4H 

log η 

_ dcg. Κ 

130 150 170 190 210 230 250 270 

Figure 1. Polymerization temperatures and initiator produc
tivity (corrected to standard conditions) at 1600 atm 
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VAN DER MOLEN AND VAN HEERDEN Imperfect MtXtng 95 

In the upper temperature region: τ* < rm < r. W i t h regard to the 
initiator concentration the reactor can no longer be considered perfectly 
mixed. One may attempt to describe the rapid decrease of the log η 
curves at the higher temperatures proceeding from a recirculation model 
with rm as recirculation time. From this model a modified formulation 
for η is deduced, which also comprises the upper temperature region 
Τ > Tk—viz.: 

η = |f m[M] ^ τ- (4) 
2k t ξ ρ / τ . Λ 2 Ί 1 / 2 [-(ë)T 

The appearance of a maximum in the log η curve now can be explained 
simply, with the help of Equation 4. As long as Τ < Tk> ΤΜ/Τ{ < 1 and 
Equation 4 becomes equivalent to Equation 3. In this lower temperature 
region η increases with temperature as k p

2 / k t ( apparent activation energy 
14 kcal/mole) and does not depend on the choice of the initiator. How
ever, as soon as Τ > Tk so that rm/ri > 1 the temperature dependency of 
Tm/n (activation energy — 35 kcal/mole) w i l l be much stronger than 
that of k p

2 / k t y and the value of η w i l l decrease more and more, going 
finally to a slope with an apparent "negative" activation energy of about 
20 kcal/mole. 

Nomenclature 

Eov Activation energy ( over-all rate ), kcal/mole 
Ep Activation energy ( propagation rate ), kcal/mole 
Et Activation energy (termination rate), kcal/mole 
kov Over-all rate constant, l i ter 1 / 2 mole" 1 / 2/sec 
ki Initiator decomposition rate constant, sec"1 

kp Propagation rate constant, liter/mole/sec 
kt Termination rate constant, liter/mole/sec 
r Ethylene conversion rate, moles/liter/sec 
ξ Degree of monomer conversion to polymer 
[ M ] Ethylene concentration in the reactor, moles/liter 
[I] Initiator concentration in the reactor, moles/liter 
[I 0] Initiator concentration in the feed, moles/liter 
Qi Initiator feed rate, moles/sec 
η Initiator productivity 

moles converted ethylene 
mole initiator 

>7fc Initiator productivity at Τ = Tk 

Ti = l / k i Characteristic time constant for initiator decomposition, 
sec 

rm Characteristic time constant for mixing in the reactor, sec 
r Reciprocal space velocity, sec 
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96 CHEMICAL REACTION ENGINEERING 

t Time, sec 
Γ Absolute temperature, °K 
Tk Critical temperature at which η is a maximum, given the 

type of initiator, τ, and r m , 
n Theoretical number of radicals per molecule of initiator 
nc Real number of radicals per molecule of initiator 
h Reactor height, meters 
d Reactor diameter, meters 
V Reactor volume, liters 

(1) Symcox, R. O., Ehrlich, P., J. Am. Chem. Soc. (1962) 84, 531. 
(2) Ehrlich, P., Mortimer, G. Α., Advan. Polymer Sci. (1970) 7, 386. 

The Degradation of Linear and Branched Polymers: 
A Quantitative Study Using Simulation Techniques 

P. J. MEDDINGS1 and Ο. E. POTTER, Department of Chemical Engineering, 
Monash University, Clayton, Victoria, Australia 

A simulation procedure has been developed for studying the degrada
tion of linear and branched polymers. The simulation procedure is sto
chastic, requiring the repetitive scissions of the bonds to obtain the 
appropriate statistical features of the process. The application of the 
simulation procedure to linear polymers for the degradation of which 
analytical solutions {1,2) are available has been used to test the simula
tion, with satisfactory results. 

For linear chains the units may be defined simply by numbering 
bonds, but for branched structures the problem is more complex. A 
typical branched molecule is amylopectin, a component of starch, in 
which the monomeric unit is glucose and each glucose unit is potentially 
capable of being linked with other glucose units by an a-1,4 bond and 
an «-1,6 bond. Three types of chains are considered to occur in the 
amylopectin structure. The average structure of amylopectin is known, 
but it is highly improbable that each external chain would have the same 
length or that the number of units between branch points would always 
be identical. Molecules were simulated in the computer, variations of 
chain length and type being included by the use of probability functions. 

1 General Manager, Mauri Bros, and Thompson Ltd., Australia. 
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MEDDiNGS A N D POTTER Degradation of Polymers 97 

By adjusting the means and variances for the various operations per
formed, many different types of structure can be obtained. Figure 1 
shows a typical result for the amylopectin molecule built with a mean 
distance between branch points of eight units with a standard deviation 
of 2, and the length of external chains having a mean of 12 units with 
a standard deviation of 2. 

Figure 1. A simulated amylopectin molecule 

The simulation procedure can be used for reactions other than first 
order—e.g., for enzymic reactions. For such reactions involving polymers 
the substrate molecules available for complexing include degradation 
products of previous reactions. The procedure involves: 

( a ) The definition of a number of molecules of the substrate. 
(b) Choice of one molecule of substrate which is equivalent to com

plexing with a single enzyme molecule. 
(c) Choice of a bond in the molecule. 
(d) Calculation of the interval of time involved in complexing the 

molecule and in the subsequent breakdown. 
(e) Acceptance or rejection of the bond for scission, depending on 

steric qualifications etc. 
(f) Redefinition of the units in the fragments of the broken mole

cule, including codes on the first unit and all end units to indicate their 
position and also the type of molecule in which they are incorporated. 
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98 CHEMICAL REACTION ENGINEERING 

To test the program for the enzymic hydrolysis of branched and 
linear substrates, numerical solutions of the set of nonlinear differential 
equations can be obtained conveniently if the molecular size of the initial 
substrate is small, say 12 units long. The numerical solution and the 
stochastic simulation procedure were compared and gave similar results 
—e.g., at an arbitrary time the numerical solution in a particular case 
indicated 19.9% of bonds broken as against 20.3% for the simulation 
procedure and a concentration of the six-unit molecule of 6.8% as against 
6.7% for the simulation procedure. 

The simulation procedure provides the facility to study large and 
complex structures in reasonable computer time, within acceptable and 
predictable limits of accuracy. It is possible to allow for steric effects, a 
mixture of enzymes, competitive and non-competitive inhibition. If the 
components of a heteropolymer ( e.g., protein ) are known, synthesis and 
degradation can be simulated by the method. 

(1) Simha, R., J. Applied Phys. (1941) 12, 569-578. 
(2) Liu, S-L., Amundson, N. R., Rubber Chem. Technol. (1961) 34, 995-1133. 

Syntheses of Minimum-TimeTemperature Paths for Free 
Radical Polymerization 

YOUNG D. KWON, LAWRENCE B. EVANS, and JAMES J. NOBLE, Depart
ment of Chemical Engineering, Massachusetts Institute of Technology, Cam
bridge, Mass. 02139 

Although many papers on computing molecular weight distributions 
from polymerization kinetics have been published ( I ) , few studies have 
been reported (2, 3) on the optimization of polymerization processes. 
Apparently, this is because of the complexity of the kinetic model which 
involves thousands of reacting species. This paper introduces a "con
tinuous blending model" as a manageable and useful method of comput
ing the molecular weight distribution in a free radical polymerization 
system and demonstrates its utility in ascertaining the system controlla
bility and in synthesizing minimum-time-temperature paths for the ther
mally initiated bulk polymerization of styrene in a homeneous batch 
reactor. 
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KWON ET AL. Minimum-Time Temperature Paths 99 

The continuous blending model accounts for the various blending 
effects arising from reaction, convection, diffusion, and final mixing in 
polymerization systems. This model identifies the incremental portion 
of polymer which is formed successively at each instant of time during 
the batch and assigns a molecular weight distribution to it with the 
parameters xn°y xw° and wx°. Then the parameters of the final molecular 
weight distribution, x„.f, xWf and wx , can be computed simply by blending 
these incremental polymer portions. The blending processes can be repre
sented by differential equations with x„, xlc, and wx as the state variables. 

The continuous blending model is equivalent to use (4) of the 
moments of the molecular weight distribution if the definitions xn° = 
dQi/dQo, xw° = dQ2/dQu and wx° = d(x\_Mx'\/dQ1) are admitted. 
These definitions call for short average life of active radicals. In the 
styrene polymerization system, as in many other polymerization systems, 
Xn°> Xw°> and wx° can be represented by relatively simple empirical expres
sions rather than by the complex kinetic expressions. This is where the 
major simplification is effected with the continuous blending model. 

The model is tested by applying it to the system studied by Hamielec 
et al. (5), who polymerized styrene in benzene with an initiator and com
pared the molecular weight distribution determined by gel permeation 
chromatography with that predicted by integrating differential equations 
describing the rate of change of x-mer concentration for 5000 species. 
Values of xn and xw calculated by the two blending equations and values 
of wx calculated by one blending equation at intervals of Δχ = 100 gave a 
result which is practically identical to that of Hamielec et al. 

The continuous blending model is used to synthesize the temperature 
paths which polymerize a monomer to a desired conversion with desired 
values of x„ and x,Cf in the minimum possible time. Bulk polymerization 
of styrene by thermal initiation is taken as the example system. Because 
the minimum-time problem presupposes controllability, it is desirable to 
answer the question: is there at least one temperature path which can 
steer the system from the given initial state to the desired fixed end state 
subject to the system dynamics and the control constraint? For a non
linear system, this is a difficult question. The continuous blending model, 
however, lets us ascertain the controllability of the styrene polymerization 
system in an explicit manner. The range of allowable temperatures re
quired for the controllability is a function of the end value of poly-
dispersity. 

Synthesis of minimum-time-temperature paths with the continuous 
blending model are amenable to the application of the Lagrange multi
plier method (6). For the case of 80% conversion the resulting computa
tional problem involves simultaneous solution of 82 nonlinear equations. 
A n algorithm has been developed for solving this nonlinear programming 
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100 CHEMICAL REACTION ENGINEERING 

problem; its main features are a method of determining the multipliers 
and a method of satisfying the two-point boundary conditions during 
the iterations. 

The resulting minimum-time-temperature paths show a gradual rise 
from a relatively low initial temperature to a higher terminal tempera
ture. This pattern of the temperature path reflects the compromise be
tween the decrease of reaction rate with the progress of conversion and 
the decrease in molecular weight averages for the incremental polymer 
portions formed at the increased system temperature. 

The work reported here is a part of a comprehensive investigation 
(7) of the minimum-time trajectories for a distributed parameter system 
with the reaction and diffusion effects of blending and the regulation of 
these trajectories against disturbances. 

Nomenclature 

Qn: nth moment of molecular weight distribution 
xn, Xw, tvx: number average, weight average chain lengths, x-mer weight 

fraction 
[M#] : Molar concentration of oc-mer polymer chains 
Superscript 0 refers to the incremental polymer, and the subscript / refers 

to the final values. 

(1) Amundson, N. R., Luss, D., "Polymer Molecular Weight Distribution," J. 
Macromol. Sci., Rev., Macromol. Chem. (1968) 2 (1), 145. 

(2) Ray, W. H., "Modeling Polymerization Reactors with Applications to Opti
mal Design," Can. J. Chem. Eng. (1967) 45, 356. 

(3) Hicks, J., Mohau, Α., Ray, W. H., "The Optimal Control of Polymerization 
Reactors," AIChE Natl. Meetg., 65th, Cleveland, 1969, Symp. Paper, 
No. 8b. 

(4) Bamford, C. H., Tompa, H., "The Calculation of Molecular Weight Distri
bution from Kinetic Scheme," Trans. Faraday Soc. (1954) 50, 1097. 

(5) Hamielec, A. E., Hodgins, J. W., Tebbens, K., "Polymer Reactors and 
Molecular Weight Distribution: Part II. Free Radical Polymerization in 
a Batch Reactor," AIChE J. (1967) 13 (6), 1087. 

(6) Athans, M., Falb, P. L., "Optimal Control—An Introduction to the Theory 
and Its Applications," McGraw-Hill, New York, 1966. 

(7) Kwon, Y. D., "Optimal Design and Control of Bulk Polymerization Proc
esses," Sc.D. thesis, Department of Chemical Engineering, Massachu
setts Institute of Technology (August 1970). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

02



BRASiE Viscous Polymerization Systems 101 

Some Design Models for Viscous Polymerization 
Reaction Systems 

W. C. BRASIE, Process Systems Engineering, The Dow Chemical Co., 
Midland, Mich. 48640 

One of the more significant challenges in polymer reaction engineer
ing is in the design of systems to produce polymers in mass or in solution 
with solvents plus monomers ( J ) . It is useful to provide a qualitative 
model of such processes whether the systems are batch or continuous and 
particularly for those cases where the viscosity of the system plays an 
important role. Models useful for these systems are described briefly. 

There are several general characteristics of mass or solution polymeri
zations which the model must take into consideration (I ). These include: 

(a) A single-phase essentially homogeneous solution throughout the 
conversion range, whose viscosity may easily vary over a range of six to 
eight decades. 

(b) The rate of polymerization involves classical mechanisms of 
initiation, propagation, and termination, is not necessarily single-ordered 
throughout the conversion range, and has typical Arrhenius temperature 
dependence. Exothermic heats of polymerization are in the range of 10 
to 26 kcal/mole. 

( c ) Molecular weights produced vary inversely with temperature. 
The basic data required to construct the model include the rate of 

conversion vs. temperature, monomer and solvent concentration, and con
centrations of catalyst or other materials. Physical, thermal, and transport 
properties as a function of temperature and component concentration are 
needed. These include density, specific heat, thermal conductivity, dif
fusion coefficients, fluid viscosity, including non-Newtonian effects for 
continuous flow, and enthalpy and heat of reaction values. 

The basic equations required to construct the model are the classical 
equations of continuity, momentum, energy, and reactant balances. These 
must be solved via numerical techniques on a digital computer using vari
ous finite difference methods, solution of simultaneous equations and 
iteration schemes which are well known but generally complex. As in 
most typical numerical methods, a grid of points is superimposed on the 
reactor control volume of interest. For flow systems, a radial grid and 
iteration for each related flow axis distances comprise the grid. For batch 
geometries, a two-dimensional system with iteration with respect to time 
steps and both dimensions is necessary. The use of subroutines to calcu
late various physical, thermal, and rate parameters allows basic building 
units to be used in models describing either flow or batch reaction sys
tems. A single model can describe several different geometries by making 
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BRAsiE Viscous Polymerization Systems 103 

small changes in boundary conditions—e.g., flow inside round tubes or 
parallel plates or outside (parallel to) tubes or in annuli. 

Accurate models must include all first-order terms and al l terms of 
significance which affect local concentration, temperature, viscosity, or 
energy release including diffusion of monomers and viscous dissipation 
for flow systems of very high viscosity. Heat transfer is assumed to be by 
conduction. Natural convection is ignored, and body forces are neglected. 
To avoid iteration and convergence difficulties, grid spacing and time 
steps should be such to limit the local fractional conversion at any grid 
point per time step to less than 0.01. 

Local Solution Viscosity, cps. 

Figure 2. Local values of temperature, conversion, and solution viscosity in 
a 1 X 1-inch control volume of a batch reactor at 1.6 hours (Tw = 110°C) 

The exact details of the models are too voluminous to present here. 
Instead, it is useful to show some example results of using the models. 
Figure 1 shows calculations of the variation in mass average temperature, 
conversion, and cumulative solution viscosity (a direct measure of 
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104 CHEMICAL REACTION ENGINEERING 

molecular weight) vs. time for a batch reactor consisting of 0.84-inch od 
heat transfer tubes i n a 1.5-inch square pitch array. The variation of tube 
wall causes local runaway or hot-spot temperature conditions of increasing 
severity at higher wal l temperature values. Correspondingly, the cumu
lative solution viscosity decreases, and a significant variation i n terminal 
solution viscosity is possible by small temperature variations. Local 
instantaneous temperature, conversion, and solution viscosity profiles are 
shown in Figure 2 for a control segment of a 2-inch square pitch array of 
0.75-inch od tubes at 1.6 hours after startup at 110 °C and with constant 
wal l temperature. The results are based on published data (2) for styrene 
but are illustrative of the type of results the models yield—i.e., complex 
variations of temperature, conversion, and molecular weight. 

Results for flow systems are more complex and depend strongly on 
individual monomer and geometric variables. The general models w i l l 
predict velocity, temperature, and concentration profiles, "hot-spots," 
stagnant polymer layers, and similar results. Complex reactors such as 
Figure 3 (3,4) may be modeled in principle by dividing the reactor into 
pieces, each of which can be described by an appropriate model with 

Figure 3. Patented reactors for polymeriaztion of exothermic, viscous mono
mer-polymer mixtures 

Left: U.S. Patent 3,280,899 (3) 
Right: U.S. Patent 3,206,287 (4) 
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BRASiE Viscous Polymerization Systems 105 

qualifying assumptions. Thus, a reactor may be a series of well-mixed 
pots, or partially mixed pots joined by unmixed channels of finite 
geometry, for example. A l l that is required are reasonably good assump
tions on the flow patterns, and good data, particularly concerning rate 
data and viscosity parameters. Within these limits there are few limita
tions to modeling viscous polymerization reaction systems, and results 
providing engineering accuracies are easily achievable. 

(1) Brasie, W. C., "Elements of Polymer Engineering," AIChE Professors 
Workshop on Polymer and Monomer Engineering, Midland, Mich. 
(1968). 

(2) Boundy, R. H., Boyer, R. F., "Styrene—Its Polymers, Copolymers, and 
Derivatives," Reinhold, New York, 1952. 

(3) Brasie, W. C., U.S. Patent 3,280,899 (Oct. 25, 1966). 
(4) Crawford, J. R., U.S. Patent 3,206,287 (May 1965). 
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3 

Fluidized Bed Reactors: A Review 

D . L . P Y L E 

Department of Chemical Engineering and Chemical Technology, 
Imperial College, London, S.W. 7, England 

Recent work relevant to the development of models for 
analyzing and designing fluidized bed reactors is reviewed. 
Special attention is placed on attempts to develop mechanis
tic models, and the various features of the existing models 
are compared and contrasted and related to other experi
mental and theoretical studies. In general it appears that 
most effort has been placed on the study of single bubbles 
and on attempts to correlate reactor performance in terms 
of these studies. In practice, as experimental studies show, 
many of the important characteristics of fluidized reactors 
can be explained only in terms of more complex models 
accounting for bubble interactions, coalescence, and growth. 
Although it is now possible to explain qualitatively, at least, 
many of the features of such reactors, much more theoretical 
and critical experimental work is needed before a priori 
design methods can be used with confidence. 

' " p h e analysis of fluidized bed reactors provides one of the clearest 
^ examples we have of the complex interaction between different physi

cal and chemical processes that typify chemical engineering. This review 
attempts to describe some of the characteristic features of gas fluidized 
beds, particularly those which seem to have the most important effect on 
their operation as chemical reactors. It is intended to provide a reasonable 
background to the field although it is not a comprehensive literature 
survey. 

Even a superficial study of a fluidized bed in operation reveals its 
essential complexity. Bubbles form, at an apparently unpredictable rate, 
and subsequently grow—perhaps to the same dimensions as the bed 
itself—coalesce, and split. There is clearly a flow of gas through the 
bubbles and a consequent interchange with the bed. The particles move 
up and down and around as the bubbles pass; a fraction of the particles 
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3. PYLE Fluidized Bed Reactors 107 

may be steadily elutriated from the bed. What is more, the behavior of 
a bed w i l l depend strongly on many variables: particles, gas flow, bed 
diameter, distributor design. The questions that must ultimately be 
answered are ( 1 ) whether all the relevant features of bubbling fluidized 
beds are understood and can be built into reactor models, and (2) which 
features are important or critical for satisfactory reactor design and 
operation. This review was prepared with these questions in mind 
although the choice of topics for discussion was quite selective. 

A number of different types of reaction are commonly carried out i n 
fluidized reactors: gas-phase reactions, solid-catalyzed reactions, and 
reactions involving reaction within and between the gas and solid phases. 
Catalytic reactions are probably the most common in chemical engineer
ing, but in al l these cases, and particularly the last two, what is important 
is the contact time distribution between the two phases. For heterogene
ous reactions the contact time distribution plays the same role as the 
residence time distribution for homogeneous reactions. The problems 
discussed below are those which have a particular influence on the con
tact time distribution. 

When attempts failed to describe fluidized bed reactors in the con
ventional terms of a reactor with dispersion, a series of papers i n the 
1950's developed a model for a fluidized bed which recognized that many 
of the problems and contradictions in the operation, and particularly 
scale-up, of fluidized reactors stemmed from their two-phase character 
(1-5) . It is the presence of bubbles, and their effect on gas/solid con
tacting and mixing, that lies at the root of the bed's behavior and gives 
rise to the great difference between the R .T .D. (which is easily measured) 
and the C . T . D . (which is not). For example, May's model (6) , which 
today with a much more detailed knowledge of the fluid mechanics in
volved, is known to be essentially correct, described the bubbling bed as 
a two-phase system, characterized by an interchange between the bubbles 
and the emulsion or dense phase, and by mixing within the emulsion 
phase (Figure 1). The bubble phase, which is free of particles, is i n 
essentially plug flow, and the gas mixing in the dense phase is charac
terized by a dispersion coefficient. W i t h these assumptions, material bal
ances on the two phases lead to: 

and ^ ^ - ψ . ψ * + Τν. (Cb - Cp) - KVPCP = 0 (2) 

dy Cb) (1) 

Although we shall examine the mechanics of the two-phase system i n 
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108 CHEMICAL REACTION ENGINEERING 

more detail later, it is worth noting that May's model gives a reasonable 
account of the effects of gas interchange on reactor performance. What 
is probably the least satisfactory aspect of the theory and those preceding 
it is its reliance on experimental values for the various parameters i n the 
model. The only exception is what is now known as the two-phase 
theory, which proposes that all the gas in excess of that required just to 
fluidize the bed flows through the bed as bubbles. The most significant 
improvement of the various bubble-type models developed since then is 
the ability to begin at least to forecast some of the parameters and par
ticularly the rate of interchange between the phases. May's model was 
developed by van Deemter (7), and more recently by Mireur and 
Bischoff (8) to enable the parameters of the two-phase model to be 
assessed from tracer and reactor experiments; van Deemter (9) and 
Bailie (JO) have also developed this type of model to include the presence 
and interchange of particles within both phases. Although these methods 
have probably not yet been sufficiently exploited I want to concentrate 
more on the developments in predicting a priori the performance of a 
particular reactor. 

Bubble 
or 

Lean Phase^ 

Dense 
Phase 

eTs^ 

•U ι t y t t 
Bubbling General Two Phase 

Figure 1. Two-phase models 

Lanneau (11) attempted to measure bubble velocities and to incor
porate these into a model of a chemical reactor. His model allowed for 
either upwards flow of gas in the dense phase or for the possibility of 
downwards flow and backmixing of gas (following simply from a conti
nuity argument). The gas crossflow or interchange between the two 
phases was held to be largely caused by the consequence of solids inter
change and was predicted to be, per unit volume of reactor, 

_ VuPbUb _! 
ε " VçH S 
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3. PYLE Fluidized Bed Reactors 109 

Gas Interchange from Basing Bubbles 

The work by Orcutt, Davidson, and Pigford (12), subsequently 
developed by Davidson and Harrison (13) was really the first to include 
results which had become available on the relation between bubble rising 
velocity and the bubble size and gas velocity. In this theory the bubble 
rising velocity is considered proportional to the square root of the bubble 
radius, which is consistent with the assumption that the particles move 
around the essentially spherical bubbles like an inviscid l iquid. Davidson 
(14) developed a simple theory for the gas and particle motion around 
a bubble using this assumption and the assumption of constant voidage 
fraction, and this theory was used to predict the rate of gas throughflow 
through a bubble of diameter db. A diffusional flow was added to the 
convective term, and the basis for this theory was the assumption that 
resistance to diffusion resided in a gas film inside the bubble, as developed 
by Baird and Davidson (15). W e return later to a comparative assess
ment of the various theories for interchange between the phases. For 
the moment we note that Davidson's theory at that time took no account 
of resistance to diffusion within the particulate phase nor of the interaction 
between the convective flow or the rate of any reaction proceeding i n the 
dense phase and this diffusional term. The other point which should be 
noted is that the significance of this interchange depends on a = Ub/u0, 
which is the ratio between the bubble velocity and the interstitial gas 
velocity at incipient fluidization. As Davidson (14) showed, and subse
quent experiments have confirmed, the gas flow relative to a rising bubble 
depends strongly on a (Figure 2) . For air fluidization, systems with 
throughflow—i.e., a < 1—are usually confined to large particles ( > 400-
500 microns), or "teeter beds" to use Squires' (16) terminology, except 
possibly for conditions very close to the distributor in beds of fine par-

Gas Particles 

(a) a < 1 (b) oc>1 
Figure 2. Flow around bubbles in fluidized beds 
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110 CHEMICAL REACTION ENGINEERING 

tides. Many situations of industrial importance, particularly catalytic 
cracking units, operate with large values of a—i.e., with gas clouds sur
rounding the bubble. In this latter case, the throughflow predicted by 
Davidson, and used by Davidson and Harrison, represents the rate at 
which gas circulates between the bubble void and the surrounding gas 
cloud. It is not, strictly speaking, the correct interchange between the 
bubble phase and the surrounding dense phase. It, or a more rigorous 
version of it, would appear to be the correct term to use in the analysis 
of the teeter bed reactor. 

Since most of the subsequent work on reactor modeling has been 
based on this model, with the incorporation of later experimental results 
on bubble and wake shape or on a more refined model of the gas and 
particle flow (17) it is suitable to consider in more detail the mechanism 
of gas interchange between bubbles and the surrounding gas phase. For 
the moment let us confine ourselves to bubbles rising in an essentially 
infinite medium; the important and frequently encountered case of slug
ging is dealt with briefly later. 

Considering first the case a < 1 (Figure 2) , a modification of David
sons theory should be appropriate. It is found experimentally (18) that 
bubbles carry up with them a wake which occupies around J—i of the 
bubble volume. Clearly this w i l l contribute to any catalytic or gas-solid 
reaction. The effect of the wake on the gas flow in and around the bubble 
is as yet unknown. Assuming that Davidson s or Murray's analysis is an 
adequate representation, the convective contribution to the gas exchange 
rate is 

q = ? xC/ 0 D e
2 (3a) 

or 
<? = | U0D* (3b) 

Assuming that the effects of dispersion and convection may be super
posed, the total volumetric throughflow rate is (13): 

/ Γ ) l/2„l/4\ 

Q = q + 0.975 \%βτ) T-D* <4> 

If the effects of the diffusional resistance in the particles are included, 
Equation 4 becomes 

n , 0.975 s0 / 2 W / 4 \ η 2 ^ 
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3. P Y L E Fluidized Bed Reactors 111 

The assessment of the diffusional contribution to this flow which allows 
for the interaction of the convective flow, and the effects of reaction and 
adsorption, as necessary, may then be found in the same way as indicated 
for throughflow through a slug by Hovmand and Davidson (19). Hov-
mand (20) has allowed for the interaction between convection and dif
fusion and has given an exact solution to replace Equation 4. The main 
conclusion is that, as in the case of slug flow, the percentage of the total 
throughflow caused by diffusion is less than predicted by Equation 4. 
For a 5-cm diameter bubble and assuming a molecular diffusion coeffi
cient of 1 cm2/sec, the diffusional contribution to the transfer decreases 
to zero from the prediction of Equation 4, over a range of particle sizes 
of 50-200 microns. This takes no account of the effects of a fast reaction 
in the dense phase which would modify the analysis further. For the 
particular case in question—i.e., a < 1 — we can conclude that the dif
fusional contribution to the throughflow would in most cases be negligible. 

As noted earlier, most cases of interest have a > 1 (neglecting for 
the moment the situation in the immediate vicinity of the gas distributor). 
Referring to Figure 2b we note the following effects to be accounted for: 
(a) the flow pattern and mixing within the bubble, (b) the presence of 
the wake and its influence on contacting and gas flow, (c) the convection 
and diffusion between the bubble and the surrounding cloud phase (as 
discussed above), (d) diffusion between the cloud and the surrounding 
particulate phase, (e) convective interchange caused by shedding of 
"fragments" of the gas cloud and bubble wake. Although theory (which 
neglects the effects of turbulence and diffusion) has been developed for 
the flow within the bubble (21-23) and predicts a substantial proportion 
of the gas within the bubble to be circulating inside the void and never 
contacting the cloud at all, experimental tests are extremely difficult, and 
it seems that perfect mixing should be a fair assumption for the situation 
inside the bubble. Since little is known of the effect of the wake, those 
analyses which allow for its presence on the progress of a catalytic reac
tion have effectively assumed that it is contained within the bubble phase 
gas. 

W e have already considered the question of flow between the bubble 
and the cloud. O n the basis of Davidson's theory of gas and particle 
motion, Hovmand's analysis should be the most appropriate. In K u n i i 
and Levenspiel's bubbling bed model, the transfer rate given earlier by 
Davidson—i.e. Equation 4—is used. The limitations of this analysis have 
already been discussed. 

Rowe and Partridge's (25) model of a fluidized reactor, of which an 
application is given in this volume (27), assumes that the bubble plus 
cloud ensemble ( = cloud in their notation) is perfectly mixed and that a 
fraction of the gas within this ensemble equivalent to the volume of the 
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112 CHEMICAL REACTION ENGINEERING 

Q.cx 

Figure 3. Reaction in bubble cloud 

surrounding cloud and wake is in contact with the particles at any instant. 
The significance of this assumption can be grasped by the analogy shown 
i n Figure 3. The equations which describe this situation are: 

and 

so that 

V2 dc2 
C l - C i = -QM 

Vi dci , kViCi 
c 2 - ci = — t + Q dt ' Q 

jt (VlCi + ViC2) = - kVxCx 

(6) 

(7) 

(8) 

The assumption implicit in Rowe and Partridge's model is that the 
time constant ( = V2/Q) of the empty bubble is much smaller than that 
of the cloud and wake where the reaction is proceeding. Since i n general 
V i < V 2 , this could only be exactly true if interchange were infinitely 
fast although in practice with slow reactions the assumption w i l l be more 
nearly correct. 

The problem of the diffusional interchange between the cloud and 
emulsion phase is considered in the elegant paper by Chiba and Koba-
yashi (28). Their analysis assumes that the main resistance to transfer 
between the bubble and the emulsion is in the transfer step between the 
cloud and the emulsion phase. The transfer coefficient KB, which is de
fined in terms of unit volume of the bubble void, is calculated from 
Murray's solution for flow around the bubble and is 

= 6.78 α /DGeoUb\ 
B 1 - fw α - 1 V <43 / 

(9) 

K u n i i and Levenspiel (29) had also previously estimated the mass trans
fer coefficient for transfer between cloud and emulsion (Kce) by Higbie's 
penetration theory, obtaining 

(10) 
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3. PYLE Fluidized Bed Reactors 113 

The over-all transfer coefficient KB may be calculated from 

± = — + — (ID 
Λ Β A C E A 5C 

where K 6 c is the transfer coefficient for transfer between bubble and cloud, 
which is, from Equation 4 above: 

^ = 4 · 5 ® + 5 · 8 5 ( ^ ) ( 1 2 ) 

In general, as Chiba and Kobayashi point out, 

KB ^ Kce (13) 

These two theories are quite similar, except at low values of a (Le., with 
large clouds). A significant test of the theories would need to be carried 
out with a close to unity, which is of course difficult to achieve experi
mentally. 

Toei and Matsuno (30) have attempted to account for the contribu
tion made by shedding of fragments of the gas cloud. Their analysis needs 
stronger support than it has at present; they conclude that the contribu
tion to the over-all transfer is relatively small. 

Partridge and Rowe (25) have conjectured that the mass transfer 
coefficient between the cloud and the emulsion should be the same as 
that for transfer between a sphere of gas of the same diameter (dc) as 
the cloud, moving at the same velocity as the relative velocity (UR = 
Uh — u0) between the cloud and the emulsion gas. The mass transfer 
coefficient is thus given by 

= 2 + 0.69 Scl/*Rem (14) 
L>G 

where Sc = [L/Ç>Dg; Re = ç>URdC/\L 

Other approximate relationships have also been proposed by Kato 
and W e n (31) (an expression which is used by Yoshida and W e n (32) 
in this volume ) : 

KB = (15) 
d 

and by Toei et al. (30), 

KB = I ~ ~ (16) 
db db 
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114 CHEMICAL REACTION ENGINEERING 

The experimental results reported by Chiba and Kobayashi (28) 
provide a useful means of testing these proposed relationships. One point 
concerned with Chiba and Kobayashi's results must be noted, however. 
It is well known that the effect of the container walls on bubbles i n both 
liquids and fluidized beds is very significant, and in the limit the bubbles 
rise as slugs. Theory for the motion of slugs in fluidized beds has been 
given by Stewart and Davidson (33), and a sketch of typical gas and 
particle streamlines is given in Figure 4. It appears that single injected 
bubbles w i l l begin to behave like slugs when the equivalent diameter of 
the bubble is greater than about one-third of the bed diameter [Pyle and 
Stewart (34)1 · Kobayashi's ozone experiments were conducted in a 
10-cm diameter bed; hence, all the results he quotes (bubble diameters 
greater than 5 cm ) are probably taken from a slugging system or at least 
from systems exhibiting transitional behavior. The same is true of the 
helium experiments, as of a proportion of the results given by Stephens 
et al. (35). Exact theory exists for transfer from a slug to the cloud 
[Hovmand and Davidson (19)] . Since in this case the cloud is close to 
the wall , gas transferred into the cloud is presumably swept down into 
the slug wake and into the particulate phase. The analysis should thus 
give the required over-all transfer coefficient. 

Experimental results (35, 60) for the over-all transfer coefficient de
fined above are compared with the available theories in Figures 5 and 6. 
Hovmand and Davidson's theory agrees reasonably wel l with the results 
at the slugging end of the range. Wen's approximate and convenient 
relationship appears to be no worse than any other theory. It cannot be 

Particles I Gas 

Figure 4. Flow around a slug 
in a fluidized bed 
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Figure 5. Gas exchange from single 
bubbles. Data from Chiba and Koba-
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Figure 6. Gas exchange from rising bubbles 
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said that as yet any theory can be accepted as overwhelmingly superior 
to any other, and there is clearly a need for further careful experimental 
work in this field. Rowe and Partridge's (25) theory appears to under
estimate the exchange rate seriously. 

These expressions are valid only for bubbles with clouds; for the 
case where a < 1, which may occur near the distributor, Equations 4 or 
5 must be used. 

Bubble Coalescence 

Kobayashi's earlier results using helium (36) and the results quoted 
by Stephens et al. were taken in a situation where bubbles were being 
produced continuously and probably coalescing. Toei et al. (37) have 
produced a theory for transfer from the cloud based on the shedding 
which should result when two bubbles coalesce (Figure 7). However, 
on coalescence, a further effect must be included. There is reasonable 
evidence for the two-phase theory of fluidization—i.e., that the bubble 
flow is the total gas flowrate minus the flow needed to fluidize the bed. 
When two bubbles with clouds coalesce, therefore, the resulting bubble 
should be such that the upwards flux of gas in the bubble phase remains 
constant. Thus if two bubbles of volumes V i , V2 and rising velocities Uhl, 
Ub2 coalesce, the resulting bubble w i l l have a volume V 3 and velocity 
f/&3 such that 

V1Ubl + V2Ub2 = VsUh3 (17) 

Since rising velocity and volume are uniquely related, this expression is 
sufficient to define V 3 . Now, since the volume of the resulting bubble 
w i l l be different from the volumes of the two coalescing bubbles, the 
values of V — a n d thus the cloud dimension—will be different before and 
after coalescence. 

Consider the coalescence of two identical circular bubbles each of 
radius α in a two-dimensional bed. W e w i l l assume, as usual, that the 
rising velocity, and thus a, is proportional to a1/2. The resulting bubble 
of radius ac w i l l thus be defined by 

ac = 2 2 / 5 a (18a) 

and <xc = 2 1 / δ α (18b) 

Using Davidson's theory, the radius of the cloud A is related to the bubble 
radius by 

^ = ^ (19) 
α2 α — 1 
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3. PYLE Fluidized Bed Reactors 117 

Figure 7. Coalescence, after Toei et al. 
(37) 

"Ο 

Toei et al (2-dimensional) 
I I I I I I I I I 1 1 

0 2 U 6 8 10 

Figure 8. Gas exchange on coalescence 

hence, the volume of the bubble plus cloud, per unit depth of bed, w i l l be 

z(A* - a2) + a 2 = ( ^ - = ~ ï ) ° 2 ( 2 0 ) 

taking e = 0.5. 

The difference between the sum of the total (ensemble) volumes of 
the two bubbles before coalescence and the coalesced bubble w i l l be 
the volume of gas transferred from the bubble plus cloud to the dense 
phase. The transfer ratio Κ (defined as the volume transferred divided 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

03



118 CHEMICAL REACTION ENGINEERING 

by the visible volume of a single bubble of radius a) is thus 

Κ = 2α 
- 1 
1 

2 1 / 5α - 1 
1 (21) 

The corresponding result in three dimensions is 

Κ = 
2 fe2!5)-2*" 

2 1 / 7a - 0.5̂  
2 1 / 7a - 1 

(22) 

These transfer ratios are plotted in Figure 8, and Toei's (two-
dimensional) theoretical value, based on the shed volume of cloud, but 
not allowing for the above affect, is also included. The predicted effect 
of coalescence is a substantial transfer of gas to the dense phase. If the 
above theory is correct, this might well account for the difficulty in 
interpreting the experiments referred to above and suggest a further 
mechanism to be included in fluid bed reactor models, especially i n the 
region near the distributor where bubbles are smallest and coalescence 
most intense. 

Mixing of Gas and Solids 

Before discussing the effects of the gas interchange on reactor per
formance it is appropriate to consider the processes of mixing of gas and 
solids. It was soon found that a reactor-with-dispersion model gave an 
inadequate and misleading description of a fluidized bed. M a y (6) 
attempted to remedy the situation by including a dispersion term i n the 
conservation equation for the gas phase. He suggested that since the 
mixing processes were intimately linked, the dispersion coefficients for 
gas and solids in the dense phase should be the same. W e are now in a 
better position to assess this judgment. Let us recall briefly some of the 
basic physics involved. As far as the solids are concerned, mixing in 
bubbling beds is overwhelmingly caused by the following effects: (1) the 
transport of solids up the bed in the wake of the bubbles, and transfer 
from the wake to the bulk of the bed; (2) the movement and disturbance 
arising from the passage of bubbles, which is the phenomenon of "drift ," 
first discussed by James Clerk Maxwell (38). 

Qualitatively, the effects of both contributions is to create mixing 
and circulation within the bed, and a very thorough study of the basic 
mechanisms w i l l be found in Rowe et al. (39). Woollard and Potters 
(40) study broadly confirmed these mechanisms, and they found that the 
contribution arising from drift is the displacement of around 30-40% of 
the bubble volume from its original (horizontal) position. The wake 
occupies about one-third of the bubble volume. Rowe et al. (39) also 
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3. P Y L E Fluidized Bed Reactors 119 

refer to the phenomenon of wake shedding, which looks qualitatively, at 
any rate, to be similar to the process involved in wake shedding behind a 
cylinder or sphere in a l iquid. No quantitative results are available, 
however, and it does not seem possible to assess this particular contribu
tion to the solids interphase transfer, which is a term essential to the 
models proposed by Bailie (JO) and van Deemter (9). The explanation 
proposed by Yoshida, Kuni i , and Levenspiel (41) which envisages solids 
being drawn through the gas ( ! ) cloud into the wake and then out again 
is as implausible as it is elegant. One only need consider a bubble with 
a large cloud (i.e. a— 1) to realize the dubious character of this model. 
Apart from the mechanism observed by Rowe et al.9 transfer from the 
wake region to the rest of the bed w i l l occur at the top of the bed and 
presumably as bubbles coalesce. Indeed this last mechanism, which has 
not been studied to my knowledge, may well be the dominant one within 
the body of the bed. Latham, Hamilton, and Potter (26) provide a simple 
model similar to van Deemter's which is based on the solids movement 
set up by the upwards passage of solids i n the bubble wakes. The com
parison of Woollard and Potters calculations of this mechanism with 
experimental results on the solids circulation rate is not very good. 

The effect of drift can be estimated by calculating the mean distance 
of particle displacement. One such analysis, based on the (dubious) 
assumption of random bubbling (23) shows that the axial dispersion 
coefficient should be of the form: 

777— u
τ 7 λ η — constant (23) 

(U — U 0)ab 

with the usual nomenclature. 

M u c h more careful work is needed, however. It is not at all clear 
that a dispersion-type model is likely to be appropriate since the behavior 
of a bed is characterized by gross circulation patterns, differences in 
bubble dimensions and frequencies up the bed, and the formation of 
local bubble concentrations and tracks (16, 42). It is hardly surprising, 
therefore, that variations in mixing, and particularly in its scale, are found 
throughout the bed (e.g., Refs. 43 and 44). 

It is clear that the gas movement depends heavily on the motion of 
the solids, and some effects of this interaction have recently been clarified. 
Let us first consider the bubble phase. W e have already considered 
briefly the situation within a single bubble, which may (possibly) be 
taken as perfectly mixed. From an over-all point of view, however, the 
situation is different since it is difficult to see how backmixing could 
occur, on a large scale at any rate, between bubbles. Hence, it is prob
ably in order to take the bubble phase over-all as being in plug flow. 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

03



120 CHEMICAL REACTION ENGINEERING 

However, Krambeck et al. (45) consider that some over-all models are 
not very sensitive to this assumption. For a model for control, however, 
it would seem important to retain this feature. 

Consider next the effects of gas interchange between the bubbles 
and the dense phase. Latham, Hamilton, and Potter (26) have shown 
that even if the gas within the particles is assumed to be in plug flow, 
the effect of gas interchange is to produce a diffusion-type equation for 
the dense-phase gas concentration, which was also true of Davidson and 
Harrison's analysis of a reactor yielding as it does a second-order differ
ential equation for the dense-phase gas. A basically similar scheme was 
developed further by Hiraki , Kuni i , and Levenspiel (46). However, this 
method pays no attention to the other effects which operate, just as they 
do in the case of solids mixing. In particular there are two effects which 
must be considered: the gas backmixing which is caused by the gross 
circulation in the solids phase (discussed above) and the distribution i n 
gas residence times caused by the presence of bubbles [e.g., Rowe (47)] . 

Lanneau appears to have been one of the first to recognize the reasons 
for gas backmixing which is observed in practice. Local downward gas 
movement near a single bubble may arise simply as a consequence of the 
fluid mechanics; this mechanism is considered below. The approximate 
conditions for gross downward movement of gas in the dense phase as a 
consequence of the particle circulation have been devised by K u n i i and 
Levenspiel (29) and by Latham, Hamilton, and Potter (26). Based on 
an argument from continuity, Latham et al. show that the critical gas 
velocity for backmixing should be given by 

U crit -, ι 1 
U0 ~ ^ ZoR 

where U0 is the incipient fluidization velocity, c0 is the dense phase void-
age (.— 0.5), and R is the number of bubble volumes of the dense phase 
which are moved, which again w i l l be of order 0.5. It may be concluded 
that with fine particles especially "total" backmixing w i l l frequently occur. 
Quantitative agreement is not found between theory and experiment, 
however, but as Kato and Wen (31 ) point out, it may often be appropri
ate to assume that the net upward gas velocity in the emulsion phase is 
zero. The implications of this and the effect of large downwards particle 
velocities on the bubble behavior and the distribution of gas between 
bubbles and dense phases seems not to have been explored sufficiently. 

One effect which does not seem, as yet, to have been sufficiently 
recognized is the further possibility of drift in the gas phase, precisely 
equivalent to that in the solids phase. For a bubble with a surrounding 
cloud, Davidson's (14) theory predicts that the gas should move relative 
to the cloud in the same way as an inviscid l iquid moves past a sphere 
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3. P Y L E Fluidized Bed Reactors 121 

( or cylinder, in two dimensions ) of the same dimensions. The implication 
of this theory is that the passage of a bubble plus cloud moving at Uh 

through a gas interface (moving upwards at u0), w i l l produce a perma
nent distribution, or drift, of the interface. That such an effect does 
indeed occur is shown in Figure 9, showing the passage of a bubble 
through a nitrogen dioxide/air interface in a two-dimensional bed (23). 
Detailed comparison with the theory and its implications w i l l be pub
lished later, but this effect w i l l have a particularly distorting effect on the 
distribution of gas contact times when the clouds are large. 

Figure 9. Gas drift around a bubble [Anwer (23) ] 

There is room for a great deal of work into mixing processes in 
fluidized beds, and it appears that substantial progress w i l l only be made 
when we have a much more substantial understanding of the processes 
of bubble formation, coalescence, and distribution within the bed. 

Models of Bubbling Fluidized Reactors 

As indicated earlier a number of attempts have been made to charac
terize fluidized beds in terms of a rather general two-phase model involv
ing mixing and transfer of both gas and solids within and between the 
phases [see e.g. van Deemter (9 ) ] . The structure of these models is 
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inevitably similar to the more explicitly bubble-based models, apart from 
the difficulty noted above in specifying a priori the terms within the 
model. Now we consider how different authors have attempted to include 
some of the terms discussed above into their models of bubbling fluidized 
beds. 

The discussions above of the interphase gas exchange and mixing 
processes give a good indication of the different methods used by various 
workers. Orcutt, Davidson, and Pigford's (12) analysis assumed the 
bubbles to be characterized by a mean effective diameter D e , and the 
transfer rate between bubbles and dense phase to be given by Equation 4. 
Assuming either perfect mixing or plug flow of gas in the dense phase 
gives a simple pair of equations to be solved for the performance of a 
catalytic reactor which are similar, in form at any rate, to Equations 1 
and 2 above. Davidson and Harrison compared this model, with fair 
success, with the results of many studies of first-order catalytic reactions. 
The method of comparison used was the calculation of the bubble diame
ter De. Many of the results predicted values of D€ that were of the same 
order or larger than the bed, and the subsequent development of a simple 
theory for the onset of slugging (33) shows that, indeed, many of the 
experimental results reported in the literature are taken from slugging 
systems for which (noted above) the bubble model is not appropriate. 
The model has subsequently been developed, as indicated above, to deal 
with the slugging situation (19). In this analysis, the reasonable assump
tion is made that the gas transferred from the bubble goes into the main 
body of the dense phase. 

It was indicated above that coalescence is an important factor as far 
as gas interchange is concerned; Hovmand and Davidson were able to 
measure the slug lengths by a capacitance technique, and they divided 
the bed into a small number of regions of ( assumed ) constant slug length. 
Each of the sections was then treated as an individual reactor and the 
individual reactor yields multiplied together so that the effect of the 
coalescence was to mix (perfectly) the two phases. It would be interest
ing to see if this were true; it is certainly difficult to see how it might be 
of a bubbling bed. One reason for investigating this—and methods of 
promoting coalescence—is that mixing the two phases some distance 
above the distributor should greatly reduce the effect of gas by-passing, 
which is the most serious limitation of fluidized reactors. If, for the 
moment, we accept Davidson and Harrison's model, and for simplicity 
assume perfect mixing in the dense phase, the fraction of inlet gas uncon
verted in a first-order catalytic reaction is given by their equation 6.9: 
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3. PYLE Fluidized Bed Reactors 123 

where the transfer factor χ = QH/UAV. Now if we consider the same 
bed subdivided, for simplicity, into V equal sections and we assume 
that all other conditions remain the same, then for the n t h section xn = x/n 
and k'n = k'/n. The ratio of the fraction unconverted leaving the n t h 

section, to that given by Equation 21 is thus 

The effect is most easily seen by considering a fast reaction where by
passing controls the yield (c ' - » ββ~χ). In this case Φ ^ βη~1

9 and since 
β = (1 — U0/U) is always less than 1, as expected an improvement in 
reactor performance should result. The same is true if plug flow is 
assumed in the particulate phase. 

Toor and Calderbank (48, 49) used the same model as Orcutt et al. 
but included the effect of bubble coalescence by including a term to 
account for the variation in bubble frequency with height. They con
clude that coalescence is unimportant, but it is doubtful if their results 
allow one to write off coalescence, and their conclusion is not borne out 
by other workers (nor does it reflect the arguments proposed earlier). 
This study, like most others, shows the extreme difficulty in setting up 
experiments which w i l l clearly test and discriminate between models. 
Perhaps the largest contributory factor to this is the virtual impossibility 
of making simultaneous measurements of reactor performance and bubble 
size and spatial distribution. This is one very strong argument in favor 
of experimental work on slugging reactors, where at least the bubble 
rising velocity is determined. 

In a very useful extension of this work to an 18-inch diameter bed, 
Toor and Calderbank (50) spotlighted some of the problems associated 
with larger scale operation and scale-up in general. There is evidence that 
bubble tracks and the resulting relatively stagnant regions of bed give 
changes in performance which are not predictable as yet. The change 
from a porous plate distributor to a sieve tray also caused a marked 
reduction in performance. It appears impossible, as we have already 
seen, to characterize the performance of a reactor in terms of a single 
effective bubble diameter because the changes in bubble diameter, and 
thus in exchange rate, are so marked. This result is also seen in later 
comparison of some theories (Figure 10). Davidson (51) i n a review 
of Toor and Calderbank's work shows, however, that a simple bubble 
model assuming plug flow near the base of the bed followed by a bubbling 
(or slugging) region gives good agreement with the experiments. Clearly 

Φ = 
(25) 
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124 CHEMICAL REACTION ENGINEERING 

more work is needed if we are ever to be able to predict a priori the 
performance of industrial scale reactors. It is noteworthy that Toor and 
Calderbank report that a 50% change in reactor performance should 
theoretically result from a change in bubble size of 1.5 times. 

Bed height , cm 

Figure 10. Comparison of reactor models 

It is difficult to overemphasize the problems still remaining before 
adequate methods of prediction are developed. A l l the studies referred 
to reinforce the complexity of the problem; it is clear that i n many situa
tions the overwhelming influences originate in bubble interactions. The 
attempt to base methods of analysis and design on simple, single parame
ter models (e.g., a mean bubble diameter) is certainly naive and may 
wel l be seriously misleading if applied uncritically. What is clear is that 
far more study is needed of the effects of distributor design. Zenz (52) 
and Kelsey and Geldart (53) have recently shown the importance of 
distributor design. Kelsey and Geldart's study shows, for example, the 
poor performance that may result from the use of a porous plate dis
tributor: a result that appears, incidentally, not altogether in agreement 
with Toor and Calderbank's finding which was noted above. Similarly 
the recent work of Clif t and Grace (54) on bubble coalescence shows 
that substantial progress is possible along a path which looks at first sight 
so daunting. 

One of the most striking features of a fluidized bed is the continuous 
disturbing effect of bubbles. The model discussed above, and those dis
cussed later, a l l treat the continuously bubbling bed as an essentially 
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3. P Y L E Fluidized Bed Reactors 125 

steady-state system. Krambeck et al. (45) have made a significant move 
in treating the bed as a stochastic system since, as they point out, the time 
and length scale of the disturbances introduced by the bubbles is often 
of the same order as the operating scale of the bed itself. 

Partridge and Rowe's model (25, 27, 55) assumes, as noted before, 
perfect mixing within the bubble and cloud. Allowance is made for the 
effect of the wake, and the mass transfer coefficient for gas interchange 
between the bubble and dense phases is given by Equation 11. The other 
feature of the model is that it incorporates bubble growth through the 
bed—either as an empirical relation or as an analytic function. In their 
model, this is certainly a critical factor, as Figure 10 shows where com
puted results by Partridge and Rowe are compared with predictions using 
their model for exactly the same operating conditions but assuming a 
mean bubble diameter of 5 cm. It is quite clear from this that the effect 
of many small bubbles near the distributor is to improve the yield over 
the average performance while their "exact" calculations show the serious 
effects of bypassing caused by large bubbles near the surface. What is 
needed, of course, is a sensitive experimental study of this. The work by 
Ellis et al. (56) does not give very good agreement between this theory 
and experiment (the oxydehydrogenation of butènes). Good agreement 
is apparently achieved between the theory and experiments on the isom-
erization of n-butenes reported in this volume (27) by assuming (on 
quite strong grounds) a linear variation in bubble diameter with bed 
height and calculating the coefficients in the expression for bubble diame
ter to give a good fit with theory. 

This same study does illustrate one interesting feature of fluidized 
reactors with complex reaction schemes for the effect of the gas bypassing 
and interchange can give rise to performance very different from what 
might be expected and occasionally superior to a fixed bed reactor. Yates 
et al. point to the improvement in selectivity (trans- to cis-2-butene ratio) 
resulting from the effect of the gas bubbles as a type of distributed feed. 
A similar effect was previously noted by May. 

Using Harrison and Davidson's model it is clear (57) that the as
sumption of plug flow in the particulate phase shows that the selectivity 

in the simple reaction scheme A ^ ^ depends on the interchange factor, x. 

The selectivity is apparently independent of χ if perfectly mixed gas i n 
the dense phase is assumed. Another effect of the "distributed feed" 
nature of the bubbling has recently been reported by Jones and Pyle 
(58), and the effects of bubbling on the optimum operating conditions 
and yield of a complex reaction scheme has been studied. 

The final model to be discussed in detail is that proposed by K u n i i 
and Levenspiel (24, 59). Its features w i l l probably be fairly clear from 
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126 CHEMICAL REACTION ENGINEERING 

the earlier discussion on mass transfer from bubbles. Reaction is ac
counted for in both wake and cloud and could be allowed for within the 
bubble itself, and the theory allows for transfer between both bubble and 
cloud and the cloud and the surrounding dense phase. The theory has 
been developed for the case where gas backmixing in the dense phase is 
assumed—i.e. U/U0 > 6, say, and there is assumed to be no flow through 
the dense phase. Since all the gas added to the bed at a velocity U goes 
through the bed as bubbles, the "continuity" addition to the bubble 
velocity should thus, apparently, be U rather than U — U0. It is difficult 
to see what effect the (large) downflow of solids w i l l have, but pre
sumably both the bubble rising velocity and the cloud dimensions w i l l be 
affected. A slow reaction system would be a good test of this theory since 
the possible contribution of the emulsion phase to the reaction would 
certainly be significant. 

No adequate test of the theory has been reported, but the correlating 
bubble diameters reported by Kuni i and Levenspiel (59) seem rather 
small. The theory would thus appear to be good at correlating existing 
results, but perhaps one would not be so confident i n using it for design 
purposes from first principles (which is not to recommend overconfidence 
i n any other model ). 

A n alternative approach has also been taken by Latham et al. (26), 
but in the absence of experimental results I defer consideration of this 
model. 

What are now needed are detailed tests of the various models against 
each other and experiment. In the absence of the opportunity to do the 
latter (and more important) job, consider Figure 10. In this graph the 
predictions of the models discussed are compared for one case only. The 
differences between the theories are particularly noticeable near the floor 
of the bed where the effect of the small bubbles used by Partridge and 
Rowe (25) is in evidence. Over much of the range covered, moreover, 
the predictions of the theories differ by up to 100% in either concentra
tion or bed height, so perhaps experimental tests should not be too diffi
cult. What w i l l be recognized is the great importance of the correct 
prediction of the gas interchange rate under these conditions. The sensi
tivity of the results to this factor may be seen from the computations at a 
bubble diameter of 10 cm. However, reactor performance is by no means 
always so sensitive to bubble properties. Davidsons model shows what 
is generally accepted—that under conditions of fast interchange and slow 
reaction, the performance approaches that of a CSTR. It would be useful, 
however, to have a clearer definition of these conditions. 

Kato and W e n (31) have recently reported an extension of Kuni i 
and Levenspiels model, in which bubble growth is accounted for by 
dividing the bed into a series of vertical compartments of the same height 
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3. P Y L E Fluidized Bed Reactors 127 

as the bubble diameter at that point. Good agreement is found between 
the theory and the results of a number of different workers ( even though 
—again!—some of these results appear to be taken from slugging beds 
(19)). This same method applied to a gas-solid reaction but incorporating 
a model for solids interchange and assuming perfect solids mixing in each 
compartment is presented in this volume (32) and is an interesting ex
ample of the sort of situation where both gas and solids mixing is relevant. 

There can be little doubt that the last decade has seen remarkable 
strides in the understanding and modeling of fluidized bed reactors, yet 
many problems still remain. There is little strong evidence or information 
on bubble inception at the distributor, nor are there any rational accounts 
of the effects of distributor design; clearly the phenomena associated with 
coalescence require elucidation. Similarly information and adequate 
theory on bubble distribution in large scale beds is vital. As I have indi
cated, mixing has received a good deal of attention, but no satisfactory 
models yet exist to deal with realistic situations, nor have we much 
information on the likely effects of mixing [but Toor and Calderbank 
(48) find the model rather sensitive to mixing]. There is clearly much 
work to be done in a difficult and challenging area. 

Nomenclature 

a = bubble radius 
ac = bubble radius after coalescence 
A = radius of cloud 
cb = concentration in bubble phase 
Cp = concentration in particulate phase 
c' ratio of concentrations at outlet and inlet 
d0 = bubble diameter 
dc cloud diameter 
D = dispersion coefficient 
De = diameter of sphere of equivalent volume 
Da = molecular diffusion coefficient 
g acceleration of gravity 
h = height 
hm = mass transfer coefficient (Equation 11) 
H = over-all bed height 
Ho bed height at incipient fluidization 
k = reaction rate constant 
k' = kH0/U, dimensionless rate constant 
Κ = ratio of volume transferred to bubble volume, on 

coalescence 
κ„ = over-all transfer coefficient, defined in terms of unit 

bubble volume 
Kbc = transfer coefficient, from bubble to cloud 
Kce = transfer coefficient from cloud to emulsion phase 
η number of reactor stages or coalescences 
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128 CHEMICAL REACTION ENGINEERING 

q = convective transfer rate from bubble 
Q — total transfer date from bubble 
Λ = ratio of volume of solids moved to bubble volume 
u0 = interstitial velocity at incipient fluidization 
U = gas (superficial) velocity 
UA = absolute rising velocity of bubble 
Ub = rising velocity of single bubble 
Ucrit = critical gas velocity for gas backmixing 
U0 = superficial velocity at incipient fluidization 
UR = relative velocity between bubble and emulsion gas 
V = bubble volume 
VΒ = bubble phase volume 
VP = volume of particulate phase 
Vu V2 = volumes of bubble cloud and void ( in Figure 3 ) 
Vu Vo, V 3 = volume of bubbles (Equation 14) 
Wb = flow rate in bubble phase 
We = flow rate in emulsion phase 
Ws = total interchange between phases 
χ = QH/UAV = transfer factor 
y = dimensionless distance 
a = ratio of bubble velocity to interstitial velocity = Ub/u0 

ac = value of a for bubble after coalescence 
β = 1 - U0/U 
c = voidage fraction 
c 0 = voidage fraction at incipient fluidization. 
Ρ = gas density 
pb = density of bed 
Φ = ratio of concentrations (Equation 25) 
μ = gas viscosity 
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Contributed Papers 

A Model of the Mechanism of Transport in Packed, 
Distended, and Fluidized Beds 

T. R. GALLOWAY and Β. H. SAGE, California Institute of Technology, 
Pasadena, Calif. 91109 

A boundary layer and vortex flow mechanism has been proposed for 
single-phase flow heat and mass transfer in packed beds made up with 
ordered arrays of particles, distended-ordered arrays, randomly arranged 
particles, and homogeneously fluidized beds. The flow is characterized 
by a local interstitial Reynolds number based on the actual velocity in 
the smallest flow passage and by a free-stream turbulence level charac
terizing the turbulence in the region of the particle. Both the interstitial 
Reynolds number and interstitial turbulence level can be derived from 
packing geometry and the given superficial flow velocity. 

The transport is calculated from a theory based on stochastic argu
ments describing heat and mass transfer from single cylinders and spheres 
immersed in turbulently flowing l iquid or gas streams by replacing the 
free-stream Reynolds number and turbulence level by the new interstitial 
Reynolds number and interstitial turbulence level appropriate for the 
packed bed. The applicability of this bluff body theory was verified ex
perimentally by studying the local flow and heat transfer in a rhombo-
hedral number six, blocked passage array of 1.5-inch spheres. The inter
stitial turbulence was established from previous "hot-wire" measurements, 
and the local interstitial velocity was measured with a pitot tube. The 
local heat transfer was measured with a segmented instrumented copper 
sphere, 1.5 inches in diameter, provided with a small calorimeter. The 
segment as well as the sphere could be rotated, thus positioning the 
calorimeter at almost any point on the surface of the sphere. The super
ficial Reynolds number was varied from 875 to 3618. 

A n analytical expression obtained from the theory has represented 
available transport measurements from single spheres within 8.8% in
volving 950 data points and packed arrays of cylindical, spherical, and 
commercial packing together with distended and fluidized beds of spheres 
within 9.8% involving 762 data points. In commercial packed columns 
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being irrigated with l iquid the height of a gas-phase transfer unit was 
predicted within 12% using 12 cases involving both absorption and 
vaporization. 

Gas Exchange between the Bubble and Emulsion Phases in 
Gas-Solid Fluidized Beds 

T. CHIBA and H. KOBAYASHI, Department of Chemical Process Engineering, 
Hokkaido University, Sapporo, Japan 

In gas-solid fluidized beds, numerous bubbles are invariably gener
ated near the bottom of the bed, and the gas inside the bubbles is ex
changed continuously with the gas in the emulsion phase as they rise 
through the bed. To predict the extent of chemical reaction in a catalytic 
fluidized bed, it is essential to know the rate of gas exchange between 
the bubble and emulsion phases. Many theoretical and experimental at
tempts have been made to obtain reliable data on the rate of the gas 
exchange. 

In the present study, an attempt was made to determine the gas 
exchange coefficient in a fluidized bed, 10 cm in diameter containing 
glass beads or milled glass particles. Gas bubbles containing ozone as a 
tracer were injected successively into the incipiently air fluidized bed. 
Measurements were made at four different levels in the bed on the changes 
of ozone concentration immediately inside the bubbles by means of an 
ultraviolet spectrophotometer with simultaneous measurements of the 
size, frequency, and rising velocity of the bubbles. Throughout this ex
periment the bed height was maintained within a range of 63.5 to 74.4 
cm, and the heights and frequencies of bubbles measured were within 
a range of 4.8 to 8.1 cm and 0.37 to 0.47 sec"1, respectively. 

It was shown from the measurements that the concentrations of the 
tracer gas in the bubble decrease as the bubbles rise through the bed. 
From the axial variation of the concentration of the tracer gas in the 
bubble, gas exchange coefficients between bubble and emulsion phases 
were calculated with the following assumptions: (a) the concentration 
of ozone in a bubble is uniform, (b) bubble characteristics such as the 
volume, the rising velocity, and the frequency are kept unchanged 
throughout the bed, and (c) the shape of bubble voids and that of gas 
clouds are a spherical cap and a sphere, respectively. The value of gas 
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YATES ET AL. Isomerization of n-Butenes 133 

exchange coefficient based on the unit volume of bubble void decreased 
with the increasing value of the height of bubble and for the same size of 
bubble it is larger for the larger size of particles. 

A model for predicting gas exchange coefficients was also derived, 
based on the diffusional flow from the gas cloud surface to the emulsion 
phase. Assuming that the composition in the gas cloud is uniform and 
the mechanics of gas and particle flow around the bubble follow the 
analysis by Murray, the gas exchange coefficient based on the unit volume 
of bubble void is given as: 

uB, D''b: rising velocity and diameter of bubble, respectively 

Sm/, umf'. voidage and superficial velocity of gas at incipient fluidization 
respectively 

D G : diffusion coefficient 

Thus, the experimental values of KB were compared with those of Equa
tion 1 and were in fairly good agreement. Hence, we concluded that the 
rate of gas exchange between the bubble and emulsion phases was largely 
governed by the rate of diffusion from the surface of the gas cloud. 

The effect of gas adsorption on the gas exchange coefficient was also 
estimated, and the results of calculations were presented to demonstrate 
that the effect would become appreciable when the adsorption equi
librium constant becomes large. 

T h e Isomerization of n-Butenes over a Fluidized Silica-
Aluminia Catalyst 

J. G. YATES, P. N. ROWE, and S. T. WHANG, Department of Chemical 
Engineering, University College, London W.C.1, England 

The two-phase model of a freely bubbling gas-fluidized bed in which 
a chemical reaction is taking place has been described in detail by Part-

(1) 

fw : volume fraction of bubble wake 

α : = UB Zmf/Umf 

fw : volume fraction of bubble wake 

αϊ = UB Zmf/Umf 
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134 CHEMICAL REACTION ENGINEERING 

ridge and Rowe ( J ) , and its application to real systems has been investi
gated (2,3). W e investigated the model further and compared its theo
retical predictions with experimental results obtained from the study of 
a solid catalyzed gas reaction. The reaction chosen is the isomerization 
of 1-butene to a mixture of cis- and trans-2-butene catalyzed by silica-
alumina at 104 °C. Kinetic data were obtained by a small fixed bed re
actor. The reaction takes the following course: 

A 
Jt w 

where A represents 1-butene, Β is irarw-2-butene, and C is cw-2-butene. 
Although the kinetics seem complex, the system may be considered to 
be one of first-order parallel reactions if the reactions of each individual 
component are examined at low conversion. A l l six rate constants may 
be derived in this manner, and the results describe accurately the inter-
conversion up to the equilibrium condition. Gas chromatography was 
used for product analysis. 

The fluidized bed experiments which were carried out in a 15.3 cm 
diameter bed were investigations of the effect on 1-butene conversion 
and on reaction selectivity (taken as the ratio B : C ) of varying gas flow 
rate and bed depth. The results were expressed conveniently in terms 
of contact time. Comparison was made between these experimental re
sults and two-phase model predictions; the latter were obtained on the 
basis of assumptions as to the bubble size distribution through the bed; 
further, the interphase gas exchange was assumed to be diffusional. The 
experimental results correlate well with the model predictions if a linear 
variation of bubble size with bed height is assumed. The functional 
dependence is given by: 

dB = ZH + 0.30 

where dB is the average bubble diameter at a distance H cm above the 
distributor, and Ζ is a constant for a fixed superficial gas velocity, t i s u p . 
Good correlation is given by the following values: 

Ζ = 0.066 when w s u p = 1.67 cm sec"1 

Ζ = 0.048 when w s u p = 0.71 cm sec"1 

This assumed distribution agrees substantially with that found by other 
investigators working with similar catalyst and with the same type of 
distributor (4) and shows a similar dependence on superficial gas velocity. 
Moreover recent work in this department using the x-ray technique has 
produced strong evidence of a linear variation of bubble diameter with 
bed height. Many of the salient features of a freely bubbling bed may 
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be expressed in terms of the parameter a, the ratio of bubble to remote 
interstitial gas velocity. Calculation of a values from the bubble sizes 
given by the above equation show them to be large (20 < a < 90) at 
most bed levels. This is not unexpected in view of the relatively low 
value of the minimum fluidization velocity (0.21 cm sec"1 at 104°C) of 
the catalyst particles forming the bed; it leads to the conclusion, how
ever, that the cloud volume associated with the rising bubbles is small, 
and hence that cloud-phase reaction can be expected to contribute little 
to the over-all conversion. Furthermore, calculated conversions based 
on the incorporation of the bubble wake fraction (assumed to be 20% 
of the complete bubble sphere ) in the cloud phase reaction zone demon
strate that this modification is insignificant as far as the predicted con
version in this case is concerned. 

Calculation of the important two-phase model parameter QE, which 
gives a measure of the interphase gas exchange rate, shows clearly that 
although in the lower regions of the bed considerable diffusional exchange 
takes place, its rate decreases markedly with bed height. This is a further 
consequence of the rapidly increasing values of a towards the top of the 
bed since on the two-phase model QE is inversely proportional to a. 

The over-all effect of fluidized bed operation on the selectivity of 
1-butene isomerization was studied. For the same molar conversion of 
1-butene in the fixed and fluidized beds, the cis- to £rans-2-butene ratio is 
different. This may be accounted for on the basis of the limited solids 
contact of cloud phase gas coupled with the efficient contacting achieved 
in the emulsion phase of the fluidized bed. This is demonstrated clearly 
using a triangular diagram of the reacting system from which it is also 
apparent how the gas exchange between the two phases affects the selec
tivity. 

Although the reaction chosen for study in this work is of little indus
trial importance, it provides evidence of the power of the two-phase 
model to predict fluidized bed performance. It should now be possible to 
apply the model to reactions and situations of real industrial significance. 

(1) Partridge, Β. Α., Rowe, P. N., Trans. Inst. Chem. Engrs. (1966) 44, T. 335. 
(2) Rowe, P. N., Partridge, Β. Α., Yates, J. G., Proc. Intern. Symp. Fluidization, 

Netherlands Univ. Press, Amsterdam (1967) 711. 
(3) Partridge, Β. Α., Ellis, J. E., Lloyd, D. I., Tripartite Chem. Eng. Conf., 

Montreal, 1968. 
(4) Kunii, D., Levenspiel, O., "Fluidization Engineering," p. 237, Wiley, New 

York, 1969. 
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136 CHEMICAL REACTION ENGINEERING 

Three-Phase Fluidized Bed Reactors: A n Application to the 
Production of Calcium Bisulfite A c i d Solutions 

GENNARO VOLPICELLI and LEOPOLDO MASSIMILLA, Istituto di 
Chimica Industriale e di Impianti Chimici dell'Universita, Napoli, Italy 

A c i d bisulfite calcium liquors are used as a leaching agent for pulp 
production in the paper industry. A typical liquor contains about 5 % 
total S 0 2 and 1.7% combined S 0 2 . Generally, the production of bisulfite 
acid solutions is carried out by absorbing S 0 2 either in water over a 
limestone packing ( Jenssen towers ) or in milk of lime ( Barker columns ). 
The needs for increasing specific throughput capacity of the absorber, 
improving control of the liquor composition, preventing plugging, and 
adapting the process to the use of low grade limestones have suggested 
the application of fluidization in the production of bisulfite liquors. 

Following a previous investigation on the production of bisulfite acid 
solutions with ordinary three-phase l iquid fluidized beds ( I ) , limestone 
from 0.6 to 10 mm in size was fluidized in a 143-mm id and 4-meter high 
column with water and sulfurous gas under conditions for three-phase 
bubble fluidization (2). Under these conditions limestone particles were 
held in suspension by transfer of momentum from the gas to the solid 
phase via the l iquid medium. The supporting effect of the l iquid, pre
vailing in ordinary three-phase fluidizations, became negligible. For a 
given particle size, reducing l iquid and increasing gas flow rates switched 
the operation from bubble to plain l iquid fluidization. 

The three-phase bubble fluidized bed is the necessary development 
for a useful application of fluidization to the production of bisulfite liquor. 
To compete with Jenssen towers, the fluidized bed absorber should have 
a throughput of about 15 cu meters/hour sq meter of liquor. Consider
ing that S 0 2 content in the sulfurous gas is at most 15% (in volume), 
superficial gas velocities of about 50 cm/sec are required, which are well 
in the range for bubble fluidization, whether the l iquid flows concurrently 
or countercurrently with respect to the gas. By comparison with the 
ordinary three-phase fluidization, flow conditions prevailing in a three-
phase bubble fluidized bed are much less clearly defined. Slugging may 
develop at relatively low height-to-bed diameter ratios, but process stoi-
chiometry requirements are met at much higher liquor specific outputs 
than those which could be obtained with ordinary fluidized beds. 

A drawback in applying three-phase bubble fluidization might have 
been a solid concentration in the bed which was too low. Therefore, a 
parallel investigation on the behavior of three-phase bubble fluidized beds 
was carried out using the nonreacting system: limestone-water-air, with
out l iquid flowing through the column. The influence of particle size, 
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v o L P i C E L L i A N D M A S s i M i L L A Three-Phase Reactors 137 

gas velocity, and distributor design on the maximum mass fraction of the 
solid suspended in the bed (critical solid hold up) was tested. Practically 
any size limestone can be handled, provided the gas is injected at suffi
ciently high velocity. The only limitation from a fluid dynamic standpoint 
is that the higher the particle size, the larger the energy loss at the dis
tributor. For 1-2 mm limestone, critical solid holdup of about 0.45 could 
be obtained at a superficial gas velocity of 140 cm/sec with less than 100 
mm H g pressure drop at the distributor. For 6-10 mm limestone, holdup 
was 0.2 with a pressure drop of 800 mm H g at a superficial gas velocity 
of 200 cm/sec. 

Increase in energy lost at the distributor might reflect a change in 
the particle suspension mechanism. W i t h smaller particles, the l iquid 
motion induced by bubbles swirling in the bed is effective in suspending 
the solid, whereas suspension of coarser material ought to be related to 
the l iquid motion induced by gas jetting at the bottom of the bed. Both 
these mechanisms occurred in three-phase fluidization with reacting sys
tem. Owing to limestone reaction a substantial amount of fines were 
always present in the bed even when close range coarse material was 
charged into the column. Stratifications occurred. Fines were intensively 
bubble fluidized in the upper part, whereas fresh limestone was jiggling 
about at the bottom. 

The production capacity per unit volume of the fluid bed absorber 
is high. Rates of limestone dissolution of about 2 gram moles/liter hour 
and S 0 2 absorption of 3 gram moles/liter hour were obtained at the 
experimental conditions investigated. However, the l iquid phase in the 
fluidized bed absorber is mixed perfectly, and thus the two requirements 
for an industrial application—i.e., the strength of leaching liquor and the 
degree of S 0 2 recovery—cannot be fulfilled simultaneously with a single 
unit. Fractions of S 0 2 taken up in the experimental absorber were about 
90% in comparison with recovery of 99.9% to be reached in industrial 
applications. The process layout should then be based on a sequence 
of absorbers, with gas and l iquid flowing countercurrently, in each of 
which limestone holdup is regulated in accordance with fluid dynamic 
behavior of the bed and chemical aspects of the process. U p to a certain 
level, limestone surface available in the bed controls the rates of S 0 2 

absorbed. A t higher surfaces both the formation of H 2 C 0 3 and desorp-
tion of C 0 2 may become slow steps, their relative roles on the kinetics 
of the over-all process depending on bed agitation and reaction condi
tions. O n the other hand, an exceedingly high limestone surface might 
raise concentration of S 0 3

2 " in the l iquid to induce precipitation of un-
soluble calcium sulfite and plugging problems. Therefore, there is an 
appropriate limestone surface at which each unit of the multistage ab
sorber should be operated. Related to the S 0 2 concentration in the sul-
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138 CHEMICAL REACTION ENGINEERING 

furous gas, this surface should be large enough to allow a high fraction 
of S 0 2 to be absorbed, but not so high as to increase the concentration 
of combined S 0 2 in the liquor above the limits for sulfite precipitation. 

From the chemical standpoint, the requirements for a given lime
stone surface in the bed can be fulfilled with particles of any size. How
ever, besides considerations of energy loss at the distributor, finer particles 
( < 1-2 mm) are preferred to control slugging. The smaller the particle 
size the larger is the specific surface and the higher the solid holdup at 
which the bed can be operated. Correspondingly, the ratio between the 
height and the diameter of the bed is lower. 

(1) Volpicelli, G., Massimilla, L., Paper Trade J. (1965) 66, T-512. 
(2) Roy, N. K., Guha, D. K., Rao, M. N., Chem. Eng. Sci. (1964) 19, 215. 

Noncatalytic Solid-Gas Reactions in a Fluidized Bed Reactor 

KUNIO YOSHIDA and C. Y. WEN, West Virginia University, 
Morgantown, W. Va. 

Although the performance of fluidized bed reactors has been studied 
by many investigators, only a few dealt with noncatalytic solid-gas reac
tion systems. This paper presents a mathematic model incorporating the 
bubble behavior and the solids movement to describe the performance 
of a continuously operated fluidized bed reactor in which a noncatalytic 
solid-gas reaction is taking place. 

When a continuous flow of solids is fed into a fluidized reactor, the 
outgoing stream of solids is composed of particles having different ages 
and degrees of conversion. The average conversion of this stream depends 
on two factors; the rate of reaction of individual particles in the reactor 
environment and the flow characteristics of solids in the reactor. 

Based on their "bubbling bed model" Kuni i and Levenspiel showed 
in the book, "Fluidization Engineering," a procedure for predicting the 
conversion of both gas and solids leaving the bed. Their model assumes 
complete solids mixing, which may not be realistic under most of the 
fluidized bed operating conditions. Besides, it is difficult to predict the 
so-called "effective bubble diameter" used in their model since bubbles 
vary in size during the rise through the bed. Kato and Wen proposed 
the "bubble assemblage model" for catalytic reactions and showed the 
possibilities of removing this difficulty by taking into account the bubble 
growth and coalescence in the model. 
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YOSHiDA A N D W E N Noncatalytic Solid-Gas Reaction 139 

A n attempt is made to extend this model to noncatalytic solid-gas 
reaction systems and to demonstrate that the performance of a fluidized 
bed reactor can be simulated by this model. As the noncatalytic reaction 
we consider the case in which solid particles react with the fluidizing gas 
while maintaining its original size because the inert solid layer is formed 
around the unreacted core. The following stoichiometric equation can 
be used to represent this type of reaction. 

aA (gas) + S (solid) —» gaseous or/and solid products 

The proposed calculation method assumes that the reaction of solid 
particles can be described by the shrinking core model and that the rate 
of solids conversion is controlled by chemical reaction step. 

The fluidized bed is assumed to be represented approximately by 
"ΛΓ numbers of compartments in series where the height of each com
partment is equal to the size of each bubble at the corresponding bed 
height. Each compartment is considered to consist of the bubble phase 
and the emulsion phase. The change of the bubble diameter along the 
bed height is given by an empirical equation. The voidage distribution 
in the fluidized bed is assumed as follows: up to the bed height corre
sponding to the incipient bed height, the voidage can be considered uni
form while above the incipient bed height, it increases linearly along the 
bed height. From these two relations, the volume of bubbles, clouds, and 
emulsion phase in each compartment can be computed. Also, it is con
sidered that a part of the solids is distributed in the cloud and the wake 
region of the bubbles while the remainders are distributed in the emulsion 
phase. Since the solids are carried upward as a part of the wake of the 
rising bubbles, this sets up a circulation in the bed with downward move
ment of solids in the emulsion phase. Two methods of solids feed are 
considered: one in which the solids are fed to the bottom of the bed 
and withdrawn from the top of the bed at a constant volumetric flow 
rate and the other in which the flow direction is reversed. Thus, the net 
flow rate of solids must be obtained by either adding or subtracting the 
solid circulation rate to or from the solid feed rate depending on the 
flow direction. 

From these considerations, the material balances of both gas and 
solid in each compartment can be established. The computational pro
cedure is then developed and applied by using the roasting of zinc sulfide 
in a fluidized bed as an example. 

The adequacy of the proposed procedure is demonstrated by com
paring the calculated and the experimental conversions. The computa
tional procedures and the block diagram for computer simulation of 
noncatalytic solid-gas reaction in fluidized beds are illustrated, and the 
calculations are tabulated. 
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140 CHEMICAL REACTION ENGINEERING 

The application of this model, however, should be limited to oper
ating conditions in which the bubble velocities are much greater than 
tfm//tm/- This implies that the use of the model is limited to fluidized beds 
of small particles, and when large particles are used, this model must be 
modified since clouds around the bubbles are no longer distinguishable 
from the emulsion phase. 
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Optimization Theory and Reactor 
Performance 
F. HORN1 and J. KLEIN2 

University of Waterloo, Waterloo, Ontario, Canada 

Studies of reactor optimization can be classified according 
to emphasis (e.g., method of optimization, general reactor 
theory), according to the nature of the system being opti
mized (e.g., an invented model, a plant-data model), or ac
cording to the number of control variables (e.g., inlet tem
perature, amount of catalyst). Optimization methods can 
be constructive, indirect, or search routines, the last of 
which are used to solve most practical optimization prob
lems. Generally, the problems in reactor optimization revolve 
around reactor type and control of process conditions. 
Continued investigation of theoretical reactor optimization 
problems should be encouraged since reactions or catalysts 
which exist could never be discovered by purely practical 
laboratory investigations. 

* "phis presentation discusses only that work in which either the reactor 
A model or the optimization method used is mathematically sophisti

cated. However, many important contributions to chemical reaction 
engineering have been made and w i l l be made which do not meet this 
criterion (there are also many unimportant contributions which do meet 
i t ) . A classification of relevant contributions is followed by a short re
view of optimization methods and by a section containing general results 
in reactor optimization. This is not a complete review of recent literature 
(for this see Refs. 1-3) but an overview of the general field using typical 
examples. 

Classification 

Work done in reactor optimization can be classified according to 
whether the main emphasis is on (a) method of optimization, (b) gen-

1 Present address: Department of Chemical Engineering, University of Rochester, 
Rochester, Ν. Y. 14627. 

2 Present address: Farbwerke Hoechst, Frankfurt (M), DBR. 
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142 CHEMICAL REACTION ENGINEERING 

eral reactor theory, or, (c) optimization or improvement of a special 
system of practical interest. In case (a) the intention is to develop a new 
or improved mathematical optimization method. The reactor or the 
reactor model is used only to demonstrate or test this method. 

In case (b) the objective is to derive results of general applicability 
in reactor theory such as how deterioration of catalyst affects the optimum 
temperature policy in general. Often the usefulness of such results lies 
i n their qualitative nature rather than in quantitative aspects. They may 
serve as guidance for experimental trial and error procedures or for work 
in category (c ) . 

In case (c) the main objective is to optimize or to improve a par
ticular system, either existing or planned to exist in physical reality, re
gardless of the elegance of the mathematics or the generality of the 
model used. The frequency of publications seems to decrease as one 
proceeds from group (a) to (c ) . 

Another possibility of classification is based on the nature of the 
system subjected to optimization. This may be (1) an invented model, 
(2) a model derived from laboratory or plant data which incorporates 
general physical laws, or (3) a "black box" represented by an existing 
pilot plant or plants. Certain pairings between groups (a) to (c) and (1) 
to (3) , such as ( a l ) , (b2), (c2), and (c3) w i l l occur more frequently 
than others. However, in principle, all combinations are possible. For 
instance, at a certain stage in optimizing a real plant, results obtained 
from an invented model may be helpful in suggesting a certain direction 
of experimental research ( c l ) . It is also possible to try out a new search 
strategy with a pilot plant or laboratory reactor (a3) (see Ref. 4). 

The number of control variables subjected to optimization provides 
another distinction. The variables which in physical reality can be con
trolled are always finite in number though they may be numerous. Opti
mization methods dealing with this situation belong to the field of 
mathematical programming (5-8). A n example is the optimal choice 
of inlet temperatures and amounts of catalyst for the stages of a multibed 
catalytic reactor. 

In problems of a more general nature the optimum choice of func
tions of time or position is often considered. Then, the number of control 
variables is infinite and the optimization methods used belong to the 
field of variational calculus (9,10). Examples are the optimum variation 
of heat input or cooling as function of time in a batch reactor or the 
optimum temperature profile along a tubular reactor operated in the 
steady state. 
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4. HORN A N D K L E I N Optimization Theory 143 

Optimization Methods 

W e classify optimization methods as follows: ( A ) constructive meth
ods, (B) indirect methods, and ( C ) search routines. Constructive 
methods guarantee construction of the optimum in a finite number of 
steps or, at least, an arbitrarily close approach to the optimum in a suffi
ciently large number of steps. Such methods are, for instance, linear 
programming (11-15), convex programming (15, 16), dynamic pro
gramming (17-21), and geometric programming (22). 

Indirect methods use necessary conditions which must be satisfied 
by the optimum case. Examples are the well known stationarity condition 
for certain programming problems, the Euler equations, and the Maxi
mum principle of the variational calculus (9, 10). If the optimum is 
known to exist and if an algorithm is known furnishing all cases (finite 
in number) satisfying the necessary condition, then the optimum can be 
found by simple selection, and the method becomes constructive and 
belongs to class A . 

Violation of a necessary optimum condition is sufficient for the possi
bility of improvement. Thus, to each necessary condition there belongs 
a method by which the system can be improved in any case where this 
condition is not satisfied. Often improvement is carried out repeatedly 
until either the cost (for computer time or experimentation with pilot 
plant or plants ) becomes prohibitive or the necessary condition on which 
the improvements are based becomes satisfied ( or very nearly so ). Such 
algorithms are called search routines. Examples are the many variations 
of the method of steepest ascent (23, 24). 

Special situations exist where it is known that a particular search 
routine w i l l provide the optimum in a finite number of iterations or w i l l 
approximate it closely in a sufficiently large number of iterations. Then, 
the method is constructive and belongs to class A . 

Most practical optimization problems are solved by search routines. 
These methods are much more powerful than unsophisticated trial and 
error procedures though in general no mathematical proof is available 
whether or not the result finally obtained is nearly optimal. A search 
routine based on a strong necessary condition w i l l yield improvements 
when weaker methods fail to indicate that improvements are still pos
sible. Necessary optimum conditions are especially useful in investigating 
whether a system which is optimal with respect to a set of "conven
tional" limitations can be improved by unconventional design or oper
ation—i.e., by relaxing one or more of the "conventional" conditions. 
For instance, a continuous process may be optimal under the condition 
of stationarity, but the relaxing of this condition may lead to necessary 
optimal conditions which are not satisfied by the optimal steady state 
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144 CHEMICAL REACTION ENGINEERING 

process. If this happens, the process can be improved by dynamic 
operations (25). 

Problems with a finite number of control and process variables in 
most cases, can be formulated as follows: 

A vector y , 

y = (2/1,2/2,... 3/n) (1) 

is to be chosen such that the given real valued function / of y assumes a 
minimum (or maximum) 

/ ( y ) - > m i n (2) 

subject to the conditions 

0 ; ( v ) ^ O j = l , 2 , . . , m (3) 

where the g/s denote given real valued functions. ( Equality constraints 
are contained in this formulation since each such contraint can be 
represented by two inequality constraints.) 

The set of vectors y satisfying Restrictions 3 is often called the 
feasible set. The function f maps each point of the feasible set into a 
point of the real line. The set of all such points, that is the image of the 
feasible set under /, is called the attainable set. The minimum (maxi
mum) of the attainable set corresponds, if it exists, to the optimum 
choice (or the optimum choices) of the vector y. 

According to a well known mathematical theorem the minimum 
(maximum) of the attainable set exists if (a) / and the functions gj are 
continuous and (b) the feasible set is not empty and bounded. In 
almost all practical cases the continuity requirement is satisfied. (Occa
sionally, regulations prescribing parameters, such as wal l thickness, as 
function of other parameters, such as pressure, provide different formulas 
for different regions, which do not join continuously. Care must be taken 
in such cases since a computer optimization routine may be foiled by 
this, though, to the human mind, the matter is rather trivial. ) Bounded-
ness of the feasible set is easily achieved by additional restrictions, if 
necessary, preventing the coordinates of y to assume values a priori 
known to be unreasonably large or small. 

The practically only non-trivial case of a non-existent optimum in 
programming problems is an empty feasible set. In a problem with 
many nonlinear restriction it may take great effort to find feasible vectors 
y or to establish that no such vectors exist for the restrictions chosen. 
The situation is different and more difficult for variational problems. 

Linear programming (11-15) applies to the case where the func
tions / and gj are linear functions of y. This is a special case of the situa-
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tion where / and the g/s are convex functions of the vector y. Methods 
applying to this latter situation are called convex programming methods 
(15, 16). Special methods called geometric programming have been 
developed for the case where / and the g/s are linear combinations with 
positive coefficients of power products of the coordinates of y (22). 

A large class of optimization methods utilizes certain structural prop
erties of the objective function / and the restrictions in order to decompose 
the problem in a set of optimization problems which can be solved 
sequentially and with a total effort which is smaller than the effort 
required without decomposition. 

Figure 1 shows one of the simplest situations leading to a decom
position. A reactor is followed by a separation unit. The reactor control 
variables are combined to a vector y. Suppose that the output of the 
reactor can be characterized by two numbers which, of course, depend 
on y . Let fi(y) and J2(y) denote these numbers and consider a two-
dimensional vector space in which points are represented by ( f i ( y ) , 
fa(y)- One can then map the feasible set into this space to obtain an 
attainable set representing all possible reactor outputs under the restric
tions placed on y. Once this set has been determined, the separation 
unit can be optimized in a second step and without further reference to 
the reactor model. The attainable set together with the feasible set of 
the separation controls (i.e., the product of these sets) form the new 
feasible set for the optimization of the separation unit. 

Reactor Control Separation Control 

*i(y) 
Reactor Separation 

f 2(y) 

Objective 
F 

Figure 1. Simple plant decomposition 

Depending on the number of control variables involved it can be 
shown that the effort required for the two-step optimization may be 
smaller than that for the one-step procedure not utilizing the attainable 
set (possible outputs of the reactor) and based on the feasible set equal
ing the product of the feasible sets for reactor and separation controls, 
and the relation between elements of this large feasible set and the output 
of the separation. Moreover, the attainable set depends only on the 
reactor model and, therefore, can be used again if the separation or the 
model for it are changed. 
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A further simplification arises if it can be demonstrated that the 
objective function (defined on the output of the separation) cannot have 
a minimum (maximum) at a point corresponding to an interior point 
of the attainable set but only at its boundary. This, for instance, is the 
case, if the objective function is linear with respect to the input into 
the separation, and in many other situations. In fact, in the example 
given here the case where the maximum occurs only at the boundary of 
the attainable set is the rule. Then, only boundary points of the attain
able set need be considered, which further reduces the required effort 
for the optimization. 

The best known example for a decomposition method is dynamic 
programming (17-21). This method is applicable to stagewise struc
tured systems like the one in the foregoing example. However, the 
optimization procedure starts at the last stage not the first and involves 
transformations of objective functions rather than attainable sets. 

A well known example of an indirect method is utilization of the 
condition of stationarity, 

for a differentiable objective function at an optimum in the interior of 
the feasible set. 

A n example for a search routine associated with Equation 4 is the 
gradient method in which the improvement step is given by 

with c chosen as positive (if an increase of / is desired) and sufficiently 
small. The improved control variables are denoted y*. Many much more 
sophisticated search routines have been developed. These routines take 
restrictions into account, and some of them do not require computation 
of derivatives (23, 26). 

Variational problems in reactor theory usually can be formulated as 
follows. Let x(t) be a vector the η coordinates of which characterize 
the state of the system at time t (or at position t). The system dynamics 
is represented by 

where f is a vector valued function of the state vector x(t) and the 
control vector u(t) (m coordinates). The objective is to maximize F , 

df/dyj = 0 j = l , 2 , . . . n (4) 

V* = Vj+ tW/dyj) (5) 

dx(t) 
dt = f ( x ( t ) , u ( 0 ) (6) 

τ 
(7) 
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for either free or specified τ by choice of the control u where 

u(i)€Ï7 (8) 

i.e., the control, at any time, has to be taken out of a specified subset U 
of m space; and by choice of x (0) subject to 

x ( 0 ) J 

i.e., the initial state vector must lie in a specified initial set in η space. 
Furthermore, in most cases it is required that 

x(r)eT 

i.e., the end state must lie within a specified target set in η space. 
The methods most often used to solve this problem are Pontryagins 

maximum principle (10), an indirect method, and search routines equiva
lent to the gradient method of programming, Equation 5 (24, 27, 28). 

In variational problems, even though the problem under investiga
tion seems well posed, the attainable set ( i.e., the set of realizable values 
of F) can be non-empty, bounded from above and yet not contain its 
maximum. That is, the supremum of the set is not attained though it can 
be approximated arbitrarily closely by realizable systems. In such cases in
direct methods w i l l fail since either no solution of the necessary condition 
(i.e., the maximum principle) can be found or even if solutions exist and 
even if all such solutions are known, the corresponding F values may be far 
below those obtained for other realizable systems. Search routines, on 
the other hand, in such cases, though also failing to produce a nonexistent 
optimum w i l l often clearly indicate which physical or economical aspect 
was left out when the problem was formulated. For instance, the control 
function may show more and more extreme oscillatory behavior as the 
number of search steps increases. This then indicates that the cost of 
rapid change of control must be considered to make the problem realistic. 
The difficulties arising sometimes with indirect methods in variational 
problems are demonstrated by means of a reaction example in Ref. 29. 

Qualitative Results in Reactor Theory 

Early problems in reactor optimization concerned the optimum mix
ing patterns in isothermal reactors. In addition to the limiting cases of 
a plug flow reactor without axial mixing and the continuous flow stirred 
tank reactor, various intermediates such as cascade or tube with axial 
dispersion have been considered. 
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Two optimization problems are particularly simple. In one, the 
problem is to maximize a given function of the output composition for 
a given total residence time of the system (type I problem). In the 
Qther, the total residence time becomes a control variable itself which 
is to be chosen together with the other control variables such that the 
value of the product (a given function of the output composition) is 
maximal (type II problem). A modification of the type I problem occurs 
if a cost, associated with the total residence time, is explicitly considered. 

It can be shown with theorems of convex set geometry that for both 
types of problems a tubular reactor is superior to al l other reactor types 
if kinetics and objective function are linear. The proof is given in Ref. 30 
where isothermicity is assumed. Very likely the result is also true in the 
nonisothermal case (31). Irrespective of whether the objective function 
is linear or not it can be shown (30) that for linear kinetics a system 
consisting of m parallel tubes is at least as good as any other reactor 
type. Here m equals the number of independent reactions plus 1 in a 
type I problem and the number of independent reactions in a type II 
problem. 

Another problem belonging to this general area is the optimum 
choice of the distribution of residence times in different tanks of a cas
cade. In the particular examples with linear kinetics and objective func
tion considered early in the literature, the optimal cascade has tanks of 
equal size. However, it has been shown (30) that a corresponding general 
statement is false for type I problems (it is true if there is only one 
stoichiometrically independent reaction). As for type II problems the 
matter has been clarified only recently (32). The result is that for more 
than three linearly independent reactions local maxima may occur i n an 
unequal size tank cascade. (This contradicts previous results of others 
(33) but that, save certain trivial cases, the global maximum can be 
achieved only if tank sizes are equal.) The possibility of improving 
reactor performance by delayed feed addition, recycling, or local mixing 
has been studied in Refs. 34-36. 

Another type of intermediate between tube and tank is the piston 
flow tubular reactor with axial diffusion. The system of consecutive 
reactions 

A - * B - » C (11) 

with Β as desired product has been investigated for such a reactor (37). 
Obviously, for any given diffusivity D there w i l l be an optimum residence 
time, for which the amount of Β formed is maximal. It is well known 
that the optimum residence time in a tank (D = oo ) is larger than that 
in an ideal tube (D = 0). Interestingly, if D is varied from 0 to oo, the 
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optimum residence time passes through a maximum which is larger than 
either of the values at the boundaries (D = 0, D = oo ). 

A large class of optimization problems investigated concerns the 
optimum control of a variable such as temperature, feed addition, or 
catalyst composition along a tubular reactor or as function of time in a 
batch reactor. 

The first problems investigated in this class concern heterogeneously 
catalyzed exothermic reversible reactions, such as sulfur dioxide oxida
tion, ammonia synthesis, and the water-gas shift reaction. In a practical 
problem of this nature, the cost of heat exchange is important. There 
are, however, two idealized problems of significance which can be solved 
with knowledge of chemical kinetics alone. These problems arise if it is 
assumed that either indirect heat exchange is infinitely cheap or infinitely 
expensive. The truth obviously lies somewhere in between. 

In the one case (low cost heat exchange) the appropriate problem 
is to ask for the temperature profile, which maximizes the conversion 
as given amount of catalyst. This "perfect indirect control" problem was 
solved long ago by several authors (see references in Ref. 38). 

In the second case (high cost heat exchange) one may ask for the 
distribution of cold feed gas along the tubular reactor, which maximizes 
the conversion η for a given amount of catalyst. This problem has been 
referred to as the "perfect direct control" problem (38). 

In both cases computations can be carried out for a variety of total 
amounts of catalyst m. The optimum reactors can be represented by 
two curves in a (η,τπ) diagram. It is convenient to use log (η/(1 — η)) 
and log m as coordinates since it can be shown that for ordinary kinetics 
the graph approaches straight lines for low and high conversions, η (38). 

Apart from perfect control many cases of imperfect temperature 
control have been considered. Examples are reactors consisting of adia-
batic stages with indirect and/or direct intercooling (39) and problems 
where radial heat transfer resistance within the catalyst bed is taken 
into account (40). 

For a variety of complex reaction systems the problem of perfect 
indirect heat control and optimum temperature profiles have been deter
mined by the maximum principle or similar methods (29, 41-48). Some 
systems with desired species underlined are listed below with the 
appropriate references. 

A - > B - » C (£9,41) 

A ^ ± B ^ C (41,46) 

2A<=±B + C , A + B « = ± D + E (48) 
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150 CHEMICAL REACTION ENGINEERING 

A + B - > C Ζ Ε m 

A + B - » C - » D (41,49) 

Ε F G 

- * C 
A + Β -> D (50) 

-> Ε 

Feed addition problems are formally similar to temperature profile prob
lems. A n interesting case regarding a parallel reaction, where both feed 
addition and temperature are controlled has been studied recently (51). 

The optimum variation of catalyst compositions along the tubular 
reactor has been studied (28, 52). A typical example is given by the 
reaction system 

A«=±B->C (12) 

where C is the desired product (28). It is assumed that two catalysts 
are available, catalyst 1 affecting the reaction A *± Β and catalyst 2 affect
ing the irreversible reaction Β -> C . In such a case one should consider 
the possibility of using a mixture of the two catalysts, and one may ask 
for the variation of the fraction of catalyst 1 which maximizes for given 
total amount of catalyst the conversion to C . For the reaction given 
above, where the kinetics are first order, the optimum profile is piecewise 
constant. If the residence time is sufficiently large there are three inter
vals corresponding to pure catalyst 1, a particular mixture of catalysts 1 
and 2, and pure catalyst 2. For sufficiently small residence times, on the 
other hand, there are only two sections in the optimum reactor each 
containing pure catalyst. 

More recently problems regarding optimum control in the presence 
of decaying catalyst have been studied (28, 53-61). The objective is to 
maximize the integral yield of a product over a given time. In the most 
general model it must be assumed that the rate of decay of catalyst 
activity depends on activity, composition of reacting mixture, and tem
perature, and it may even be necessary to introduce more than one 
variable describing the activity of the catalyst. In the problems treated 
in literature special cases only have been considered. 

The simplest non-trivial problems in this class arise in connection 
with the optimum temperature control in a well mixed batch reactor 
containing a catalyst (55) and the spatially (not temporally) isothermal 
fixed bed tubular reactor (59, 60). These two problems are not formally 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

04



4. HORN A N D K L E I N Optimization Theory 151 

identical. Both have been solved under the assumptions that the activity 
decay is of first order in the activity, depends on temperature according 
to an Arrhenius law, but does not depend on the composition of the 
reaction of mixture. 

The first of the above mentioned problems (well mixed batch re
actor) is equivalent to an optimum temperature profile problem (distance 
replaces time) with the formal system 

A + C ^ B + C 
(13) 

C - > W 

where A is reactant, Β is product, C is active catalyst, and where W 
represents the "inactive part" of the catalyst. 

For the second problem the interesting result has been obtained 
(59, 60) that under certain conditions, the optimum temperature control 
corresponds to a policy where in time intervals at the beginning and 
end of the operation the temperature is held at a lower and upper 
bound, respectively, while in the intermediate time interval it varies such 
that the end conversion remains time invariant. 

The numerically most difficult optimization problems arise in con
nection with the optimum choice of temperature as a function of time 
and position in a fixed bed catalytic reactor with decaying catalyst. The 
function to be optimized depends here on two rather than one variable. 
This problem has been attacked by a search routine corresponding to 
the gradient method (28). Because of the great numerical effort involved 
only few iteration steps could be carried out, but the result nevertheless 
indicates qualitative features which an optimum policy should exhibit. 

A somewhat less complicated problem in the optimization of reactors 
with decaying catalyst arises if several functions, each of one variable 
only, are to be chosen optimally. For instance, one may vary inlet com
position and pressure as a function of time, and catalyst composition 
(dilution) as function of length. Such a problem has been considered 
in optimizing a vinyl chloride reactor with a search routine as optimiza
tion method (61). 

Problems arising from the dynamic behavior of normally stationary 
processes can be described as follows. First, there are problems con
nected with the optimum startup, shutdown, and transition between 
steady states (62, 65). Secondly, it can be investigated whether periodic 
(25, 66-72) or stochastic (73) operation can improve performance over 
the best steady-state performance. 

As an example consider a system of heterogeneously catalyzed 
parallel reactions 

A * ± P A * ± Q (14) 
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152 CHEMICAL REACTION ENGINEERING 

Assume that the concentration of reactant A can be chosen between two 
limits. Then under certain conditions, involving the mechanism of Ρ 
and Q formation, one can, by cycling A concentration, obtain average 
Ρ and Ç formation rates which are different from all realizable steady 
state formation rates or their mixtures (the latter are obtainable also 
as average rates by very slow cycling). Moreover, the average formation 
rates obtained by sufficiently fast cycling may correspond to a larger 
product value (which is reasonably defined) than the corresponding 
value obtainable with any steady state operation ( including mixed ones ) 
(70). In other words, it is possible to increase the selectivity of hetero
geneous catalyst for a certain class of mechanisms by cyclic operation. 

Conclusions 

Most of the published work is oriented towards either optimization 
theory or reactor theory (cases (a) and (b) discussed earlier). Only a 
few publications meeting the criterion established earlier deal with the 
optimization of existing or planned reactors (74-82). In general the 
more practical problems of reactor optimization are solved by finite di 
mensional search routines. The main problem does not seem to be the 
selection of the optimization method but construction of a reliable model. 
Thus, one may ask whether continued investigation of theoretical reactor 
optimization problems, particularly method-oriented ones, w i l l pay off 
in chemical reaction engineering. 

Undoubtedly such problems have educational value since their solu
tion requires knowledge of many areas of applied mathematics ( including 
numerical methods and computers), physical chemistry, and engineering. 
Maximizing an objective function is a problem formulation which appeals 
to the mind of an engineer. Furthermore, qualitative results of a greater 
nature may suggest unconventional experiments and can provide the en
gineer with a deeper insight of the influence of certain variables on reactor 
performance. On the other hand, many engineers who have successfully 
designed and improved chemical reactors feel that reactor optimization 
theory, in particular its more sophisticated aspects, has thus far con
tributed little to their profession. 

In the development of a chemical process, chemistry, on the one 
hand, and control and optimization, on the other, are separated almost 
completely. W i t h very few exceptions ( e.g., in pyrolysis ) chemical reac
tions are sought in the laboratory under conditions not involving a 
sophisticated control of physical parameters. After the main steps of 
the process are established, optimization and control are added to the 
large scale development. It is quite possible that reactions or catalysts 
exist which never can be discovered in this way since yield or selectivity 
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is negligible for the controls usually applied in the laboratory. It is easy 
to invent plausible chemical mechanisms for which the yield for an 
optimum conventional control is, say only 1% of that for an optimum 
unconventional but in principle realizable control. Therefore, it is not 
unlikely that such cases really exist, and it seems worthwhile to look 
for them. 
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Contributed Papers 

The Control of Competing Chemical Reactions 

R. JACKSON and R. OBANDO, William Marsh Rice University, Houston, Tex. 
77001 

M. G. SENIOR,1 University of Edinburgh, Edinburgh, Scotland 

W e are concerned with controlling a chemical reaction to maximize 
the yield of a given product, despite competing parallel reactions gen
erating useless substances. To be specific, we consider the pair of re
actions 

* i 

A + Β —» C 

A + nB -> D 
where C is the desired product and D is waste. The kinetics are assumed 
to be of the mass action form and to correspond to the stoichiometry of 
the reactions as written, so that the rate of the first reaction is propor
tional to the concentration of Β and that of the second reaction to the 
nth power of this quantity. The reactions are carried out in a well-stirred, 
thermostatically controlled vessel into which a0 moles of A are introduced 
initially, and the course of the reactions is subsequently controlled by 
regulating the temperature Τ and the rate r at which Β is added to the 
mixture. Both variables are physically constrained to lie within specified 
bounds, 

rpmin < Τ < ! F m a x ; 0 < V < Tm (1) 

and the total amount of Β to be added during the reaction time τ is given 
and is denoted by Q. 

The problem is to find the piecewise continuous functions of time, 
T(t) and r(t), satisfying the constraints in (1) above and maximizing 

1 Present address: Imperial Chemical Industries, Ltd., Agricultural Division, 
Teesside, England. 
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6 

5 

4 

î b 0 =0.1857 
r 3 

2 

0 1.0 
t / r 

Figure 1. Optimum rate of addition of B for isothermal operation at Τ = Tmax; 
η = 2, SL(0) = SL0 = 1.0, b(0) = 0.1857, k, = Vt™* = 1.0, k 2 = V2

max = 2.0, 
Q = 2.5, τ = 4.0, r m = oo. The form of r(t) is independent of p. 

the final concentration C ( T ) of product C in the mixture. The parameter 
r(t) must also satisfy the integral constraint 

In the interest of algebraic simplicity, it is assumed that the concentra
tion of each substance in the mixture is proportional to the total amount 
of that substance present and is independent of the quantities of the 
remaining components in the mixture. This is true, for example, if the 
reactants form an ideal gas mixture and the volume is held constant, and 
it is approximately true at high dilution in an inert l iquid solvent. The 
corresponding problem for a continuous tubular reactor with distributed 
addition of Β and a controllable temperature profile is also closely related 
to the present one. 

The problem is of such a form that Pontryagin's Maximum Principle 
provides necessary conditions for optimality, and it is remarkable, in that 
the complete form of the optimum control policy can be deduced, with
out detailed calculation, by reasoning based on these conditions (assum
ing, of course, the existence of an optimal policy). 
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158 CHEMICAL REACTION ENGINEERING 

The principal, and rather striking result is that simultaneous use of 
temperature and distributed addition of Β for control is never optimal 
(with a single exception noted below) and that the choice of temperature 
control or control by addition of Β is determined entirely by the relative 
values of n, the order of the side reaction with respect to B, and p, the 
ratio of the activation energies of the two reactions (ρ = Ε2/Εχ). The 
nature of the conclusion may be stated particularly simply in the limit as 
rm oo. When ρ > η, all available Β is added at the beginning of the 
batch, and control is exercised entirely by temperature variation. When 
ρ < n, the system is operated isothermally at T***, and control is exercised 
by regulating the rate of addition of B. The condition where ρ = η is a 
singular situation where there appears to be an infinite number of optimal, 
and equally effective controls, some of which vary the temperature and 
r simultaneously. 

Figure 1 shows an example of optimal control by distributed addition 
of B, for the values of the problem parameters indicated in the caption. 
This control function is optimal for η = 2 and for all values of ρ less than 
n. Correspondingly, the optimum value of the objective function C(T) 
is independent of p, as indicated by Curve a in Figure 2. 

c ( r ) 0 - 6 

Figure 2. Optimum c(T); η = 2, a c = 1.0, Q = 2.5, Vt
max = 1.0, k ^ a * = 2.0, 

kjmin = k2
min = 0,τ = 4.0, r m = oo 

Curve a: Isothermal operation at Tmax, optimized with respect to distributed addition 
of Β 

Curve b: Pure batch operation with all Β added at t = 0, optimized with respect to 
temperature variation 
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When ρ > η, al l Β is added at t = 0, and Figure 3 shows the optimal 
temperature control policy for ρ = 3.0. The optimum values of C ( T ) for 
temperature control, with all Β added at t = 0, are indicated by Curve b 
in Figure 2. Curves a and b in this diagram cross at ρ = η = 2, as ex
pected from the above conclusions as to the nature of the optimum 
control policy. 

• ' ' i l I I 1 L 

Figure 3. Optimum temperature policy with all Β 
added att = 0;n = 2, SL(0) = a 0 = 1.0, b(0) = Q = 
2.5, k,""1* = 1.0, V2

max = 2.0, k i w i w = k2
min = 0, 

τ = 4.0, ρ = 3.0 

The general reasoning leading directly to the optimal control policy 
is valid only for sufficiently large values of rm and sufficiently small values 
of rmin. This is why the results presented in Figures 1 to 3 correspond 
to the limits rm - » oo and T m i n - » 0. For smaller values of rm and larger 
values of T m i n the optimal policies are less simple, though it is still true 
to say that temperature control and control by addition of Β should not 
be used simultaneously. A number of optimal policies in this parametric 
region have been determined computationally. 
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The Optimal Thermal Design of a Reactor for Systems of 
Chemical Reactions 

R. K. JASPAN, J. COULL and T. S. ANDERSEN, Chemical and Petroleum 
Engineering Department, University of Pittsburgh, Pittsburgh, Pa. 15213 

The optimal thermal design of chemical reactors has been the sub
ject of much work in recent years. The novel feature of this research is 
the study of a system of two bimolecular reversible reactions. 

ki 
2B <=> D + H 

k2 

kz 

Β + Τ><=±Ύ + Η 
fc4 

Λ = άΧχ/dt = & i C B
2 - k2COCn (1) 

/, = dX2/d>z = fc3CBCD - k,CTCH (2) 

The temperature profile which optimizes the production of D can 
exhibit an unusual shape, depending on inlet composition. For high 
purity Β inlet, the upper profile in Figure 1 first falls to a local minimum, 
then rises to a local maximum, and finally resumes its fall to the end of 
the reactor. For low purity Β inlet, there is no falling portion near the 
entrance; the profile simply rises through a maximum and then falls to
ward the end of the reactor. 

Two Simplified Reaction Models 

The first model is simply two irreversible reactions in series. This 
model can be expected to be valid only at very low space times and when 
the feed is high purity B, with little D . This simple reaction mechanism 
closely resembles the classic A - B - C system. 

2B —> D + Η 

D - + T + Η 

ft = dX^/dx = hCB
2 (3) 

/, = άΧ2/άτ = kzCBoCu (4) 
The second model also consists of two irreversible reactions but with 

the series-parallel feature of the original system. This model can be ex
pected to be valid over somewhat longer space time (0.3 sec). 
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E 

1150 I I 1 1 
Initial Conditions moU/l 

1130 χ (2) CBo=-0.*5, C D o -0 .05 -
(3) CB — 0.00, c D o - o . o i 
(4) C B — 0.005, C D e -0.005 

1110 -
X m ρ X - y 

1000 - ^ ^ ^ P r o f i l o ( l ) C B o - 0 . 0 -
^ f ° r C B e - 0 . 4 

1070 - -

1050 1 1 1 1 
( 0.2 0.4 0.5 o.t 1. 

t , Spaco Tlmo, Seconds 

Figure 1. Optimal temperature profiles for diphenyl-type 
system 

2B D + H 

B + D ^ T + H 

h = dXx/dt = hCB
2 (5) 

/, = άΧ2/άτ = ksCBCO (6) 

Benzene—Diphenyl—Triphenyl 

The specific reaction system chosen is typified by the benzene-di-
phenyl-triphenyl polymerization where Β is the raw material, benzene, 
D is the desired product, diphenyl, Τ is the waste product, triphenyl, and 
Η is the side product, hydrogen. These reactant and product values w i l l 
be used to compute profit functions in Table II. Benzene costs 25^/gal, 
diphenyl is worth 17^/lb, and hydrogen is worth 20^/MCF. Triphenyl 
is worthless. When the values are expressed on a molar basis, the desired 
products are worth more than eight times the cost of the reactant. U n 
fortunately the real benzene-diphenyl system results in the uninteresting 
trivial optimal temperature profile. 
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162 CHEMICAL REACTION ENGINEERING 

Hypothetical Kinetic Parameters 

Hypothetical reaction kinetic parameters have been selected to result 
i n a non-trivial optimum: h = 3.98 Χ 107 exp( -35000/RT), k2 = 1.6 X 
H P e x p ( - 7 0 0 0 0 / « r ) , k3 = 1.0 χ 10 1 5 e x p ( - 8 0 0 0 0 / Η Γ ) , h — 2.0 X 
10 1 7 exp( -95000/RT) (notice that E1<E2<ES). 

Qualitative Optimum Temperature Profiles for Simple Reactions 

Characteristics of each of three well-known optimal temperature pro
file systems can become dominant in the benzene-diphenyl system at 
different extents of reaction (compare with Figure 1). 

( 1 ) The A - » Β - » C system closely resembles our simple model, and 
the characteristics of this falling temperature profile can be expected to 
appear at very low space times when little D is present. 

(2) The two parallel reaction system resembles our intermediate 
model, not for low space times, but only when a significant amount of 
diphenyl is present. Under these conditions the second reaction begins 
to compete successfully with the first for reactant B. The rising tem
perature profile of this simple system explains qualitatively the rising 
portion of the rigorous profile. 

(3) Finally, the single reversible reaction can be compared with 
our ful l model after significant conversion has occurred when it is neces
sary to suppress or reverse the recombination of D with Η to reform B. 
The falling temperature profile for this simple system explains the final 
falling portion of the profile of our rigorous model. 

Optimization Procedure 

The optimization procedure consists of five basic steps: 
( 1 ) Derive the differential equations for the extents of reaction from 

the reaction model (Equations 1-6). 
(2) Apply Horn's method (1,2) to find the differential equation for 

the optimal temperature profile in terms of the extents of reaction ( state 
variables) and temperature (control variable). (Objective functions are 
discussed below. ) 

dx L dx* dxi ^ V dxi dx* / Jlldxi J22dx2]\ dT ) 
(7) 

Ζ = (df1/dT)/(df2/dT) (8) 

(3) Guesstimate the feed temperature to enable the solution of the 
differential equations. First approximations for the feed temperature for 
the rigorous model were obtained by using the simpler models for short 
space times. 
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(4) Integrate the differential equations for extents of reaction and 
temperature using the Crane-Klopfenstein Predictor-Corrector method 
with a Runge-Rutta starting routine. 

( 5 ) Correct the feed temperature to find its global optimum value. 

Objective Functions 

Three objective functions for profit optimization considered in this 
study are shown in Table I. 

Table I. Objective Functions for Profit Optimization 

Function X I F ^2F 

S\ = D F = XIF - X 2 F 1 .0000 - 1 . 0 0 0 0 

S2 = . 0 0 5 8 6 ( £ F - Bo) + . 0 5 7 6 7 ( D F - D0) . 0 4 5 9 5 - . 0 6 3 5 3 

S, = S2 + . 0 3 5 9 ( # F - Ho) . 0 8 1 8 5 - . 0 2 7 6 3 

More realistic profit functions, which were not studied would include 
the length of the reactor (or final space time) and a penalty cost for the 
separation of the worthless triphenyl from the product. 

Feed Temperature Correction 

The standard criterion of maximizing the final value of the Hamil -
tonian is applied. 

Hf = + λ2//2/ 

\if = dS/dXi (11) 

The final values of the adjoint variables are given in Table II. The un
constrained maximum of Hf is found when 

dHf/dTo = 0 (12) 

Xifdfy/dT, + \2fdf2f/dTo = 0 

A function, F, is defined from Equation 12 to be equal to zero at the 
optimum. 

F = 0 .1 + Çkifdfif/dT)/Çk2fdf2f/dT) (13) 

A n adaptation of the classical root-finding technique of Newton is used 
to find the value of T 0 which makes F = 0. 
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TV*™ = T V * - e[F/(dF/dT)Y» (14) 

dF/dT = <hf/h,)Wfi" - / l ' / . ' W i O 1 (15) 

// = dfif/dT, f " = Wif/àT* (16) 

Note that the derivatives are taken with respect to Τ instead of T 0 . 
The damping factor c was used to reduce the size of the exact correction 
whenever the new T0 seemed to degrade the reactors performance (re
sulting in a lower conversion to D ) . 

Optimum Thermal Design 

The results of the search for optimal initial temperatures for four 
inlet compositions and three objective functions are shown in Table II. 
Temperatures are in °K and are highest when S 3 was used as a profit 
function. The temperatures increase with feed purity and in fact become 
infinite when the feed is absolutely pure. 

Table II. Optimal Initial Temperatures 

Initial 
Composition Objective Function 

Β D -Si S i $3 

0.60 0.40 1078.8 1073.5 1093.0 
0.95 0.05 1128.4 1122.7 1140.1 
0.99 0.01 1179.9 1173.4 1192.7 

.995 .005 1209.5 1226.3 

For feed reactant purities of 95% the profiles in Figure 1 are graph
ically indistinguishable. Even for an inlet purity of 60% the optimal 
profile resembles that for higher purity beyond the entrance region. This 
leads to the hypothesis that near optimal control may be retained over a 
band of inlet purities by simple adjustment of feed temperature. 

A n optimal heat load distribution was calculated from the tempera
ture profile and appears quite simple to implement. 

Summary 

In this paper we have: (1) studied a system of two bimolecular re
versible reactions; (2) derived and explained the optimum temperature 
profile which exhibits both local minimum and maximum; (3) hypothe
sized that near-optimal control may be retained over small perturbations 
in inlet composition by compensating changes in inlet temperature. Fur
ther details of this study are given by Jaspan (3). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

04



BUNDGAARD-NiELSEN A N D HENNiNGSEN Catalytic Reforming 165 

(1) Horn, F., "Optimale Temperatur- und Konzentrations-verlaufe," Chem. 
Eng. Sci. (1961) 14, 77. 

(2) Horn, F., "Uber die optimale Temperatur fuhring bei Kontinuerlichen 
chemischen Prozessen," Z. Elektroch. (1961) 65 (3), 209. 

(3) Jaspan, R. K., "The Optimal Design of Pyrolytic Reactors," Ph.D. disserta
tion, School of Engineering, University of Pittsburgh (1969). 

Catalytic Reforming 

M. BUNDGAARD-NIELSEN and J. HENNINGSEN, Danmarks tekniske 

Højskole, 2800 Lyngby, Denmark 

Catalytic reforming of petroleum naphthas to produce high quality 
gasolines is an outstanding application of heterogeneous catalysis in the 
petroleum industry. This paper presents a new general reaction model 
of the reforming process and discusses how one may optimize the per
formance of a catalytic reforming process unit utilizing some of the newer 
literature on the deactivation of dual function catalysts. 

In reforming petroleum naphthas the major types of reactions are: 

(a) Aromatization of C 6 - r ing naphthenes 
( b ) Isomerization of paraffins and naphthenes 
(c) Cyclization (and ring opening) 
(d) Hydrocracking 

Reaction models of the reforming process have been suggested by 
Smith ( I ) , Krane et al. (2), and Burnett et al. (3). Neither Smith nor 
Krane et al. take into consideration that C 5 - and C 6 - r ing naphthenes react 
according to quite different patterns. The dominant reaction of the Co
ring naphthenes is by far the direct aromatization. The C r ,-ring naph
thenes must undergo isomerization, which is a slow reaction and 
comparable with the undesired ring opening, before the much faster 
aromatization can take place. Burnett et al. present a model of the C 7 

system alone. 

W e suggest a general model of the reforming process as outlined in 
Figure 1. Util izing the proposed reaction model we can form a set of 
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η- Paraffins 

(ΝΡ) 

CHEMICAL REACTION ENGINEERING 

<z Alkyl- K Alkyl-
cyclohexanes 1 4 . benzene 

r-*- (ACH) " (AR) 

Cracked 
products 

(C) Ke K|8 

i-Paraffins 

(IP) 

**4 
K , 0 

Alkyl-
cyclopentanes 

(ACP) 

Figure 1. General model for the reforming process 

Figure 2. Catalyst distribution in the reactors: 1:2:7. Hy
drogen-hydrocarbon ratio: 7. Hydrogen pressure, 30 atm. 

Symbols Initial Value 

T: temperature 500°C 
1: n-octanes 25 mole % 
2: isooctanes 30 mole % 
3: alkylcyclohexanes 20 mole % 
4: alkylcyclopentanes 20 mole % 
5: xylenes 5 mole % 
6: cracked products 0 mole % 
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differential first-order equations that describe the concentration and 
temperature profiles in a reforming reactor system. 

Based upon data available in the literature the solution of the differ
ential equations was carried out on an I B M 7094 computer for a C 8 

naphtha assuming plug flow. The result is shown in Figure 2. 
The dual function catalysts used in catalytic reforming consist of a 

dehydrogenation-hydrogenation component, such as platinum, on an 
acidic component, such as halogenated alumina or silica alumina. Sinfelt 
(4), in a review on dual function catalysts, has discussed the rate-con
trolling steps involved in the four major types of reactions in the reforming 
of naphthas as outlined above. 

ο 
Ε 

Ο 0.36 
Lu (Τ Q. Lu Ο 

^ 0.35 

(Τ CL 

Parameter* Activity 

Optimal 
temperature 

policy 

Constant R0N=95 

480 500 520 540 

INLET-TEMP, °C 

Figure 3. Catalyst distribution and naphtha com
position as indicated in Figure 2. Depreciation of 
the catalyst at 480°C: 7 X 10~4 cent/mole proc
essed. Inlet temperature to first and second reactor: 

500°C. 

The aromatization reaction is mainly transport controlled whereas 
the acidic function of the catalyst is rate controlling as far as the isomeriza
tion, cyclization, and cracking reactions are concerned. Thus, a reaction 
model where the rate constants from the isomerization, cyclization, and 
cracking depend upon the activity of the catalyst is a realistic one. Ac 
cording to Szépe and Levenspiel (5) we may describe the decay in ac
tivity by the equation: 

= fc-exp ( - e / I Z r ) - i l m (1) 
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168 CHEMICAL REACTION ENGINEERING 

where A = activity 
t = time 
ε = activation energy of catalyst decay 

Τ = temperature (°K) 
m = order of deactivation 
k = a constant 

We suppose that a zero- or first-order deactivation is i n agreement 
with practical experience. Assuming a zero-order deactivation we have 
used the reaction model to calculate (product value) — (depreciation of 
the catalyst) for various inlet temperatures of the last—and controlling— 
reactor in a three-reactor system with the activity of the catalyst as pa
rameter. The result is shown in Figure 3. This figure indicates that the 
optimal temperature policy to be followed is one which leads to a decrease 
in octane number of the reformate as the catalyst deactivates. This may 
be contrary to the way many reforming processes are operated, and we 
do not claim that these processes are not run profitably. It is, however, 
our feeling that an approach to the optimization of the reforming process 
as outlined here using realistic models of reaction and deactivation in 
connection with a simple optimization procedure may prove valuable in 
many cases. [This summary is based on a complete paper which has been 
published elsewhere (6).] 

(1) Smith, R. B., Chem. Eng. Progr. (1959) 55 (6) 76. 
(2) Krane, H. G., Groh, A. B., Schulman, B. L., Sinfelt, J. H., Proc. World 

Petrol. Congr., 5th (1959) Sect. III, Paper 4, p. 39. 
(3) Burnett, R. L., Steinmetz, H. L., Blue, Ε. M., Noble, J. J., Div. Petrol. 

Chem., Am. Chem. Soc., Preprints (April 1965) 17. 
(4) Sinfelt, J. H., Advan. Chem. Eng. (1964) 5, 37. 
(5) Szépe, S., Levenspiel, Ο., Proc. European Symp. Chem. Reaction Eng., 5th 

(1968) Sect. 4. 
(6) Bundgaard-Nielsen, M., Henningsen, J., Brit. Chem. Eng. (1970) 15 (11), 

1433. 

Application of a Suboptimal Design Method to a 
Distributed-Parameter Reactor Problem 

J. D. PAYNTER,1 J. S. DRANOFF, and S. G. BANKOFF, Department of 
Chemical Engineering, Northwestern University, Evanston, Ill. 60201 

To fill the need for an intermediate computational method which 
would yield better estimates of the optimal control than the one-dimen
sional procedure, while requiring significantly less computer time than 

1 Present address: Esso Research Laboratories, Baton Rouge, La. 
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P A Y N T E R E T A L . Distributed-Pammeter Reactor 169 

the two-dimensional approach, a partial averaging procedure has been 
proposed (J) for certain classes of nonlinear distributed-parameter, op
timal control problems. In the present work, this method is applied to a 
realistic problem, consisting of the choice of the average temperature 
profile in the tubular reactor containing V 2 0 5 catalyst to maximize the 
outlet conversion in the air oxidation of S02. The results demonstrate 
the feasibility of the suboptimal hybrid method, which uses integro-differ-
ential equations rather than ordinary differential equations to retain more 
information concerning the radial variations in concentration and tem
perature than the lumped-parameter approach. 

The problem discussed is the determination of the optimal wal l heat 
flux distribution for a packed tubular reactor of fixed length in which 
radial temperature and concentration gradients are significant. The ob
jective function to be maximized is the outlet conversion of SO^. For this 
exothermic reaction it is assumed that heat may be removed from the 
reactor but not added—i.e., wal l heat fluxes are restricted to non-negative 
values. The rate expression used here is that of Calderbank (2, 3) which 
is based on data obtained with commercial catalyst. 

The two-dimensional model for the packed reactor is described by 
the following dimensionless material and thermal energy balances: 

These equations assume that the mass velocity of the gas remains uniform 
at any cross section of the reactor, even though temperature and com
position vary with radial position. It is further assumed that the Reynolds 
number wi l l be sufficiently high that the radial Peclet numbers for heat 
and mass transport, P e T and Pe, respectively, may be considered constants. 
Finally, these equations also assume that axial diffusion of heat and mass 
are negligible, that gas and solid temperatures are identical at any point, 
and that the thermal properties of the gas remain constant. 

The boundary and initial conditions which complete the reactor 
model are: 

(1) 

(2) 

«(x, 0) 0, x(x, 0) 1.0 

o, i l 
dx 

(0, ζ) 0 (3) 

o, 
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170 CHEMICAL REACTION ENGINEERING 

with ~ ^ ~ * 
Q* < Q(0 < e 

where is the dimensionless heat flux. 
The objective function, P, to be maximized in this problem is the 

average extent of reaction in the product leaving the reactor. This is 
defined as the usual cup-mixing value: 

Ρ = α(1) = 2Jo <x(x, 1) xdx (4) 

Direct application of variational methods to this problem leads to the 
optimal policy: 

_ iQ* when λ τ(ζ, 1) < 0 
Q ( 0 = ] ~ (5) 

when λ,(ζ, 1) > 0 

where the adjoint variable λ Τ is defined ( along with the additional adjoint 
variable λ α ) by the following partial differential equations and boundary 
conditions: 

θζ 

(6) 
. dR dRT Γ d / λ Λ θ 2 λ β Ί 

dR dRT Γ d (\\ _ a % "I m 

λ«(*, 1) = 2x, λ τ (ζ, 1) = 0 (8) 

λ.(0, ζ) = 0, λ τ (0, ζ) = 0 

λ . ( ΐ , Ό - ~ (ΐ , 0 = ο, λ τ ( ΐ , 0 - - ^ Γ (ΐ , 0 = ο 

Solution of the set of nonlinear partial differential Equations 1, 2, 6, 
and 7, together with the split boundary and initial conditions 3 and 8 
w i l l lead (hopefully) to the optimal solution. However, this is indeed 
a formidable computational task. 

To ease the computational requirements, a hybrid method, which 
may be termed the partial averaging method, has been developed (4). 
Application of this approach to the problem is illustrated below briefly. 

Defining the average extent of reaction and dimensionless tempera
ture as above: 

ά(ζ) = 2 f φ , ζ) xdx (9) 
Jo 
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PAYNTER ET AL. Distributed-?ammeter Reactor 171 

τ(ζ) = 2 ^ τ(ζ, ζ) xdx (10) 

Equations 1 and 2 may be averaged similarly, yielding, upon using Equa
tion 12: 

= 2£ Rxdx; 5(0) = 0 (11) 

__ ι 
^ = - 2 Μ 2 ( ζ ) + 2j RTxdx; τ(0) = 1 (12) 

Since the objective function, F, depends only on <*(1), an effective 
suboptimal approach, which reduces the computational labor by a factor 
of almost 2, employs averaged equations in the backwards integration but 
the ful l state equations in the forward pass. The gradient in control space 
of a lumped-parameter Hamiltonian function, obtained by averaging the 
state variables obtained in the forward pass, is used to determine an 
improved estimate of the control function. 

The result of this treatment is the suboptimal control policy: 

„ (Q* w h e n X t ( 0 < 0 
Q(0 = ] ~ (13) 

(Q* w h e n X 2 a ) > 0 

where the adjoint variables satisfy the following ordinary differential 
equations and boundary conditions: 

- ψ / * * ] < 1 4 ) 

= - l [ 2 x d x ] - λ 2 [ 2 ^ ^ « f a ] (15) θλ 2 

λ,(1) = 1 λ,(1) = 0 (16) 

Comparison of the above equations with those of the direct approach, 
Equations 6, 7, and 8, shows the great simplification which results from 
this suboptimal method. This method takes advantage of the unique 
features of the present problem in which the objective function involves 
only the average extent of reaction and the control variable Q(ζ), is a 
function only of axial position. The essence of this method is that the 
reactor is still simulated by the two-dimensional model while the optimi
zation calculations utilize the simplified average variable equations. A p -
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172 CHEMICAL REACTION ENGINEERING 

Table I. Variation of Optimal Exit Extent of Reaction with Wall Heat 
Flux Profile Using Two-Dimensional Reactor State Equations 

Heat Flux Profile α CO 

Suboptimal profile 1 (4) 0.9492 
Suboptimal profile 2 (4) 0.9438 
Optimal profile for plug-flow (one-dimensional) model 0.9073 
(Optimal plug-flow profile in plug-flow model) (0.9657) 

plication of this technique to problems where the objective function, or 
control variable, is a function of both space variables would require 
additional approximations. 

Despite the apparently flat optimum, there is a significant differ
ence between the final profiles determined from the suboptimal pro
cedure for the two-dimensional reactor and that corresponding to the 
optimal one-dimensional reactor. The results are summarized in Table I. 
Ignoring the radial gradients gives an estimate of the optimal control 
which apparently results in « ( 1 ) = 0.966, whereas actually it would be 
0.907 because of the radial effects. The estimates obtained with the par
tial averaging technique are significantly higher (0.949 and 0.944), and 
do not appear to depend upon the choice of initial profile. The importance 
of the more accurate calculation is therefore evident. 

(1) Paynter, J. D., Dranoff, J. S., Bankoff, S. G., Ind. Eng. Chem., Process 
Design Develop. (1970) 9, 303; (1971) 10, 244. 

(2) Calderbank, P. H., Chem. Eng. Progr. (1953) 49, 585. 
(3) Calderbank, P. H., J. Appl. Chem. (London) (1952) 2, 482. 
(4) Paynter, J. D., Ph.D. Thesis, Northwestern University, Evanston, Ill. 

(1968). 

Periodic Operation of Reactor-Recycle Systems 

GUILLERMO PAREJA1 and MATTHEW J. REILLY, Department of Chemical 
Engineering, Carnegie-Mellon University, Pittsburgh, Pa. 15213 

It has recently been established, both theoretically and experimen
tally, that the periodic operation of chemical reactors can be superior to 
the conventional steady-state design (1-9). Douglas and co-workers 
( 1-7) studied extensively the periodic behavior of continuous stirred tank 
reactors and demonstrated that a positive feedback control system can be 
used to improve reactor performance. The inherent feedback present in 
the tubular reactor-recycle system suggests that it might be improved 
by periodic operation. Such an improvement is taken to mean that the 

1 Present address: Monsanto Co., Sauget, Ill. 62201. 
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P A R E J A A N D REiLLY Reactor-Recycle Systems 173 

yield of a desired product has been increased or, for multiple reactions, 
that the ratio of the product yield to the yield of a waste product has 
been increased. The yield and selectivity under periodic operation are 
compared with yield and selectivity under steady operation, both with 
and without recycle. The basis for comparison is that all three types of 
operation produce the same average quantity of feed in the same sized 
reactor. 

Periodic Recycle with One Feed Stream 

The system contains a mixing tank with volume V t followed by a plug-
flow tubular reactor of volume V (Figure 1 ). The reactors effluent stream 
is split into recycle and output streams. The recycle stream flows through 

IRr 

Figure 1. Reactor-recycle system 

the recycle line of negligible volume back to the mixing tank where it is 
mixed with the feed stream. The volumetric flow rate of the recycle 
stream is taken to be: 

R(t) = R(l + ar sin tut) (D 

The feed flow rate is chosen to maintain a constant velocity within the 
tubular reactor. Thus 

F(t) = F - ar R sin ωΐ (2) 

Consider a single, irreversible, first-order reaction 

A >P 

which occurs isothermally only within the reactor. For a plug flow re
actor, the effluent reactant concentration is given by 

CA..(0 = < r * C A ( f l (3) 

where CA(t) is reactant concentration in the mixing tank and hence in 
the reactor input stream. A material balance for the reactant around the 
mixing tank yields 
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174 CHEMICAL REACTION ENGINEERING 

F t ^ = R(t) e n * CA(t - τ) + F(t) CA,f(t) - (F + R) CA(t) (4) 

W e wish to consider two modes of periodic operation: 
(1) The complementary mode in which the reactant feed concen

tration is constant. Since the feed flow rate F(t) is complementary to the 
recycle flow rate, the molar reactant feed rate F(t)CA,/ varies with time 
in the complementary mode. 

(2) The balanced mode in which any oscillations in the feed flow 
rate are balanced by oscillations in the reactant feed concentration. Thus 
the balanced mode provides for a constant molar reactant feed rate. 
Some latter examples involving multiple feed streams, some of which 
are constant, may be interpreted as combining these two modes of 
operation. 

Perturbation Analysis for the Complementary Mode 

The reactant material balance, Equation 4 may be rewritten as: 

T t = Rr(l + ar sin ω0 « r * CA(t - τ) (5) 

+ [1 - Rr(l + ar sin ω0] CA.f - CA(t); 

Rr = R/(F + R) 

Equation 5 is a linear differential-difference equation with periodic coeffi
cients. A perturbation technique may be used to solve this equation, and 
we may write 

CA(t) = C A «»(0 + arCA^(t) + aXA™{t) + . . . (6) 

Substitution of this expression into Equation 5 and subsequent collection 
of the coefficients of ar yield the set of differential-difference equations 

Rr e-*CA<»(t - T) - C A
( 0 ) (0 + (1 - Rr) CAtf (7) 

Rr<r*CK™(t - τ) - C A
( 1 ) ( * ) 

+ Rr(e~k- C A
( 0 ) ( * - τ) - CA,f) sin ω* (8) 

Rre-^CA^(t - τ) - C A
( 2 ) (0 

+ Rr e - * T C A
( 1 ) ( * ~ τ) sin ωί (9) 

Our primary interest is in the asymptotic periodic solution of these equa
tions. It is verified readily that these solutions are given by 

T t 

Tt · 

d C A
( 0 ) 

dt 

dCA<» 
dt 

Tt • 
dCA™ 

dt 
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P A R E J A A N D REiLLY Reactor-Recycle Systems 175 

CA<°> = CA,/(1 - Br)/(1 - Rr <r f c) (10) 

C A
( 1 ) = Ee(A sin ωί + B cos ωί) (11) 

and 

C a < 2 > = ( r ^ & j r 5 + «*«> <12) 

ψι(ί) is a linear combination of sin (2 ωί) and cos (2 ωί) where 

Ee = Rr(e-^ CA«» - CjJ) (13) 

Δ _ 1 — (ùc Rr e~kz 

(1 - coc Rr β"* τ ) 2 + (ωτ* + ω8 Rr β"* τ ) 2 K } 

r> _ ωτ< + ω 8 Rr e~kx ,-.ν 
(1 - ω β Rr β"* τ ) 2 + (ωτ, + ωβ Rr β"* τ ) 2 K } 

with cuc = cos ωτ, ω8 = sin ωτ, and A e = A<oc + Βω 8. C A
( 0 ) is the 

steady-state solution for the case of constant recycle flow. 

ο 
ο 
κ 
α. 
Η 
ω 

ni 
Ο < 
UI > < 

•s 
Φ 

u 

ι 

< 
oc 

ω 
ζ 
ο 
ο 
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Figure 2. Effect of complementary feed 
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176 CHEMICAL REACTION ENGINEERING 

The flow-averaged effluent concentration is defined as 

/Ο /» 2 χ / ω 

<CA.e> = j CA,e(t)F(t)dt (16) 

Substitution of CA>e(t) from Equation 3 and of F(t) from Equation 2 
yields 

< C . . . > - e - [ C . » - ^ ( ^ ( j i ^ L ) ^ , ] (17) 

The flow-averaged effluent concentration is the sum of the steady state 
effluent concentration plus a correction term, which is proportional to the 
square of the amplitude of the recycle oscillations. The correction term 
is also proportional to Ae which can be positive or negative, depending 
upon the frequency ω. W i t h o>c = — 1, rt = 0, Rr = 0.75 and e'kT = 
1/9, Equation 17 becomes 

<CA,e> = <r* C A
( 0 ) ( 1 - 3.4a r

2) (18) 

Thus, if Or2 = 0.1, the effluent reactant concentration is 34% lower 
for periodic operation than for the nonoscillatory case. It is not necessary 
to have a nonlinear reaction to produce a shift in the average conversion. 
The predictions of the perturbation analysis, Equation 17, coincide within 
0.1% with the numerical results. Figure 2 presents the effect of com
plementary feed flow. The amplitude of the oscillations is the maximum 

J 

allowable—i.e., ar = 1.0 for R r < 0.5, ar = —^—- for Rr > 0.5. 

Perturbation Analysis for the Balanced Mode 

For this mode the material balance, Equation 4, becomes 

dC 
' t ~ = Rr(l+arsint*t)e-*CA(t - τ) + (1 - Rr)<CA.F> - C A ( 0 

(19) 

A perturbation analysis similar to that for the complementary mode 
yields equations identical to Equations 10, 11, 12, and 17 except that 
Ec is replaced by E B with 

EB = Rre-k* C A
( 0 ) (20) 

Whi le Ec is negative, EB is positive. Hence the two modes produce 
opposite shifts in the average conversion. 
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Periodic Recycle with Two Feed Streams 

The opposing effects of the two modes of operation can be used, in 
a multiple reaction system, to increase the yield of the desired product 
while decreasing the yield of the waste product. 

Consider the following reactions taking place isothermally in the 
tubular reactor 

2A U (21) 

k2 

A + 2B - » Ρ 
with flow rates given by 

FA(t) = FA 

FB(t) = F Β - R a r sin ω* (22) 

R(t) = R(l + Or sin ωί) 

Reactant A has a constant molar feed rate and is under conditions 
similar to the balanced feed flow mode. O n the other hand, reactant Β 
is under the same conditions as those in the complementary feed flow 
mode. Hence we can expect the yield of Ρ to increase and the yield of U 
to decrease. These effects are shown by the following examples: 

For Rr = 0.5, h = 2.0, k2 = 1.0 

No Constant Sel. Per 
Recycle Recycle Feed 

S 0.979 0.961 1.049 

Y 0.328 0.325 0.241 

<Cp,e> 
Y = ; s = 

( = - M C ' A . F — < C A , E > 

<Cp, e> 
<CV, e> 

For ki = 4.0, k2 = 1.0 

S 0.688 0.697 0.764 

Y 0.257 0.258 0.273 

In the first example no recycle is superior to constant recycle, and in 
the second example constant recycle is superior to no recycle. However, 
in both cases the periodically operated system gives the best performance 
of the three. 
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(1) Douglas, J. M., Rippin, D. W. T., Chem. Eng. Sci. (1966) 21, 305. 
(2) Douglas, J. M., Ind. Eng. Chem., Process Design Develop. (1967) 6, 34. 
(3) Douglas, J. M., Gaitonde, Ν. Y., Ind. Eng. Chem., Fundamentals (1967) 

6, 265. 
(4) Gaitonde, Ν. Y., Douglas, J. M., AIChE J. (1969) 15 (6), 902. 
(5) Baccaro, G. P., Gaitonde, Ν. Y., Douglas, J. M., AIChE J. (1970) 16 (2), 

249. 
(6) Dorawala, T. G., Douglas, J. M., unpublished data. 
(7) Ritter, A. B., Douglas, J. M., unpublished data. 
(8) Horn, F. J. M., Lin, R. C., Ind. Eng. Chem., Process Design Develop. 

(1967) 6, 21. 
(9) Chang, K. S., Bankoff, S. G., Ind. Eng. Chem., Fundamentals (1968) 7, 

633. 

Cyclic Operation of Reaction Systems: The Influence of Diffusion 
on Catalyst Selectivity 

J. E. BAILEY1 and F. J. M. HORN,2 Department of Chemical Engineering, 
William Marsh Rice University, Houston, Tex. 77001 

In several earlier papers (1,2, 3) it has been shown that cycling can 
increase catalytic selectivity relative to steady-state operation when mass 
transfer resistance is neglected. Therefore, it is natural to inquire whether 
the beneficial effects of periodic operation persist in the presence of diffu
sional resistance to mass transport. 

Although a similar query has been answered in the affirmative in 
another paper (4), the model there was relatively simple. A l l mass trans
fer resistance was lumped into a stagnant fluid boundary layer around 
the catalyst pellet, and intraparticle concentration gradients were ne
glected. This study reveals that such a model is inadequate when reac
tion is sufficiently fast compared with diffusive transport and/or when 
changes in conditions at the external catalyst surface occur too rapidly. 
The need for a distributed-parameter description of adsorbent particles 
in Rolke and Wilhelm's recuperative parametric pumping model is dic
tated by similar considerations ( 5 ) . Although the distributed-parameter 
model used here is still idealized, it is a significant improvement over the 
lumped model. 

1Present address: Department of Chemical Engineering, University of Houston, 
Houston, Tex. 77004. 

2 Present address: Department of Chemical Engineering, University of Rochester, 
Rochester, Ν. Y. 14627. 
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BAILEY AND HORN Cyclic Operation 179 

In the detailed discussion of results, frequent use is made of the 
recently proposed set-theoretic definition of selectivity (1, 3). Briefly, 
selectivities corresponding to various classes of operations (e.g., steady-
state operations) are attainable sets in a space spanned by the average 
rates of product formation. This definition is especially wel l suited for 
discussing the relative merits of periodic and steady-state operation. 

Mathematical Model of Reaction and Diffusion within a Catalyst Slab 

It is assumed that reactions take place in a slab of catalyst of thick
ness 2 L and that the local mass transport of a component of the fluid 
phase, say reactant R, within this slab can be described by 

NR = -D* ψ - (1) 

Thus, any bulk flow contributions to the molar flux of R in the positive 
ζ direction, NR, are assumed negligible, and both the effective diffusivity 
of R and total concentration are considered constant. This simplified 
picture of the complex multicomponent diffusion process is commonly 
employed in analyses primarily concerned with reaction-diffusion inter
action. Also, any mass transfer resistance between the bulk fluid phase 
and the exterior catalyst surface is neglected, and the catalyst is assumed 
isothermal. Justification of the latter assumptions for gas-porous solid 
catalyst systems has been discussed recently (6). Finally, the control 
variable which is manipulated to alter selectivity is the reactant concen
tration at the exterior catalyst surface. It is assumed that there is a 
specified upper bound c R m a x on boundary reactant concentration. 

The reaction mechanism which is analyzed is the following: 

1 
R <=• A (2a) 

2 

3 

R + A —> P i (2b) 

4 
R —> P 2 (2c) 

A denotes a chemisorbed species, and the over-all reaction (2c) is as
sumed second order in the concentration of reactant R. This mechanism 
has been examined within several different contexts in earlier papers. 
First, it was shown that in the absence of mass transfer effects, cycling 
R concentration gave much larger selectivity than steady-state operations 
(1,3). Favorable effects of cycling remained when a lumped mass trans
fer resistance element was added to the model, at least if the relative rate 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

04



180 CHEMICAL REACTION ENGINEERING 

of mass transfer to chemical reaction was sufficiently large (4). There
fore, Reaction 2 is of interest for two reasons. First, cyclic operation may 
be favorable even with mass diffusion. Also, the results allow a compari
son among three different models of mass transport. 

It is said that cycling improves selectivity if any of the time-average 
rates for periodic operation are not contained in the convex hul l of the 
steady-state selectivity, co S s s (see Ref. 3) . In this situation there exist 
average rates of production which can be obtained by cycling but which 
are not realizable by steady-state operation or by mixing the outputs of 
several steady-state reactors operated in parallel. Hence, improved 
catalyst performance might be available under dynamic operation. 

Cycling with Large Diffusional Resistance 

Upon first consideration the prospects for improving selectivity when 
mass transfer resistance is large may seem slight. This skepticism is based 
on a previous analysis which indicated that rapid switching of reactant 
concentration at all points of the catalyst surface led to the desired im
provement (3). In that investigation switching was assumed so rapid 
that chemisorbed intermediates could not follow and approached a time-
invariant condition called a relaxed steady state. Clearly, if diffusional 
resistance is large, only very slow changes in the reactant concentration 
near the center of the catalyst slab can be effected by switching at the 
exterior catalyst surface. Hence there is no possibility of approximating 
anything resembling a relaxed steady state for chemisorbed species far 
away from the catalyst exterior. 

However, when there is a large resistance to mass transport, reactant 
concentrations—and hence reaction rates—are relatively large near the 
exterior surface of the catalyst and decrease rapidly to near zero just 
inside the slab. Thus, the major contribution to the average rates of pro
duction comes from the neighborhood of the exterior slab surface. Since 
this is also the region where switching of the control has the largest and 
most immediate effect, it may be possible to obtain average rates by 
cycling which are not in co S s s even in the "diffusion limited" regime. 

Qualitative physical criteria for improvement by cycling may be 
formulated as follows. Owing to the damping effect of diffusion on 
switches in the fluid phase composition, for a given period τ there w i l l 
be a characteristic penetration depth L T for the effects of switching. There 
is also a characteristic penetration depth L R for reaction which, like L T , 
decreases as diffusional resistance increases. Finally, there is a charac
teristic time t8S for the chemisorbed species A to reach steady state; 
tss depends only on the reaction kinetics. 

For cycling to have a significant effect on selectivity, L T must be on 
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the same order as L R or larger, and τ must be on the same order as tss or 
smaller: 

U > LR (3) 

τ £ * s s (4) 

Condition 3 means that switching affects the reaction zone, and Condi
tion 4 indicates that switching is sufficiently rapid so that chemisorbed 
intermediates are not always at steady state. If cycling is so slow that the 
steady-state approximation is valid for chemisorbed species, the average 
rates obtained w i l l be in co S s s and therefore of little interest (2). 

The results of several calculations for cases of large mass transfer 
resistance are consistent with the simple arguments given above. There 
is a wide range of kinetic parameters for which the criteria above are 
satisfied for some cycling frequency. In some cases the ratio of time-
average P 2 production to time-average formation of P i could be made 
nearly twice as large by cycling as by any steady-state operation. 

Asymptotic Dependence of Average Rates on a Thiele Modulus 

By an argument similar to that given by Petersen (7), it is shown 
that time-average production rates for a given boundary concentration 
control are inversely proportional to a Thiele modulus η for sufficiently 
large values of the modulus, η is defined here by 

This is a useful result since it allows extrapolation of results calcu
lated for one case of large diffusional resistance to all other asymptotically 
large values of the Thiele modulus. Also, this conclusion means that 
comparisons of ratios of average rates for one large η apply to all other η 
corresponding to the diffusion limited regime. 

Discussion 

The results above are particularly interesting when compared with 
the analysis of a lumped-parameter mass transfer resistance model (4). 
For the simpler lumped-parameter model, no improvement by periodic 
operation is possible for reaction system 2 when mass transport is very 
slow relative to reaction velocity. This is not the case for the distributed-
parameter model in the same situation—i.e., very large η. However, as is 
obvious by comparing the steep internal concentration profiles in the 
diffusion-limited case with the spatially uniform concentration distribu-
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182 CHEMICAL REACTION ENGINEERING 

tions assumed for the lumped-parameter model, the lumped-parameter 
model is a poor representation of even steady-state catalyst behavior 
when mass transfer resistance is large. This inadequacy is amplified when 
cycling with a period smaller than the characteristic response time of the 
system is considered. 

Thus, while the simplest model is acceptable for a rough preliminary 
investigation, a more accurate representation of mass transfer resistance 
should be analyzed before any final conclusions regarding the possibility 
or impossibility of improving catalyst selectivity by periodic operation 
are made. There may be cases where the ability to increase the perform
ance of a catalyst by dynamic operation depends on the presence of large 
intraparticle composition and/or temperature gradients. 
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Physical Phenomena in Catalysis and 
in Gas-Solid Surface Reactions 

E. W I C K E 

Institut für Physikalische Chemie, Westfälische Wilhelms-Universität, 
4400 Münster, Germany 

Physical phenomena are understood as intraparticle and 
interparticle transport processes of mass and of heat in fixed 
bed reactors. Starting with measurements of temperature 
and of concentration profiles along short combustion zones 
in packed beds, our present knowledge about these processes 
and their influence on chemical reactions at solid surfaces 
is summarized. The main topics are the isothermal in-pore 
diffusion—the interior of porous catalyst pellets usually can 
be taken as isothermal—the gas-solid heat and mass trans
fer, and the intensity of the dispersion effects in packed beds. 
Particular emphasis is given to the discussion of experi
mental methods. Special attention is called to the differences 
between heat and mass interparticle transport processes, 
brought about in the range of medium and low Reynolds 
numbers by solid heat conduction and by radiation. 

"Physical phenomena and catalysis is a broad field which has developed 
A rapidly in recent years. Its increasing importance can be judged by 
the new extended and revised editions of the excellent book by Frank-
Kamenetzky (2) and of the useful monograph by Satterfield (2). This 
review is restricted to prominent directions in this field. Within this 
framework it should be possible not only to review the knowledge ac
cumulated, but to point to some difficulties and problems which have 
remained unsolved. In line with personal preferences, special emphasis 
is given to methods and to results of experimental investigations. 

Some interesting temperature measurements and concentration pro
files in catalyst beds have been done recently by Fieguth (3). The ex
perimental device used was a tubular reactor suitable for work under 
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184 CHEMICAL REACTION ENGINEERING 

adiabatic conditions (Figure 1) [described in detail elsewhere ( 4 ) ] , 
with a packed bed of catalyst particles. These were cylindrical pellets 
from alumina, about 3 mm in diameter and height, containing 0.3 wt % 
platinum as active component. The oxidation of carbon monoxide i n air 
was chosen as the test reaction. One of the catalyst pellets was equipped 
with two thermocouples for temperature measurements in the center and 
at the surface (Figure 1, right). This pellet was imbedded in the cata
lyst layer at the same level as the open end of a suction tube. A thermo
couple in the orifice of this tube measured the gas temperature, and the 

suction tube thermocouples 

catalyst 

vacuum 
inactive 
pellets 

air + CO 

Figure 1. Adiabatic tube reactor from quartz glass for measur
ing concentration and temperature profiles. Right side: 3 X 3 
mm catalyst pellet with central and equatorial thermocouple. 
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5. wiCKE Gas-Solid Surface Reactions 185 

Figure 2. Profiles of C02 concentration, gas temperature, T f f, and 
pellet temperature (surface T s , center Tc) along moving combustion 
zone (3). Top: catalyst pellets, schematic. 4% CO in air, linear 

flow velocity u 0 = 3.7 cm/sec. 

gas flow withdrawn through the tube was analyzed continuously for C 0 2 . 
The inlet air flow contained a few percent C O ; if its temperature was 
raised to about 120 °C, a steep temperature increase built up in the 
entrance of the catalyst bed, and the C O was oxidized completely along 
a distance of a few particle diameters. By lowering the inlet gas tem
perature, the combustion zone could be pushed back from the entrance 
and could then be shifted back and forth through the catalyst bed by 
changing the gas flow rate (4). A short reaction zone of this type was 
moved through the section of the bed where the measuring devices had 
been fixed; thus, the concentration and temperature profiles along the 
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186 CHEMICAL REACTION ENGINEERING 

zone were obtained. Figure 2 gives an example with an inlet gas com
posed of 4 % C O and air preheated to 70°C. The reaction zone moves 
at 7.2 cm/hr opposite the direction of the gas flow. The concentration 
profile needs about 8 minutes to pass by the orifice of the suction tube; 
it extends therefore along about 1 cm or three particle diameters. The 
gas temperature profile is markedly broader, extending along five to six 
particle diameters. 

Regarding these profiles the following statements can be made: 
(1) The pellet interior is nearly isothermal; the temperature in the 

center, Tc, exceeds the surface temperature Ts by only a few degrees. 
(2) The pellet as a whole is superheated appreciably above the gas 

flow; the excess temperature T8 — Tg attains values up to 100 °C. 
(3) The steepness of the concentration profile indicates that the 

axial dispersion of mass is very small under these conditions (modified 
Reynolds number Rep « 10); in particular there is no back mixing of 
mass. 

(4) The axial dispersion of heat is appreciably larger, as shown by 
the gas temperature profile, Tg. There is also back mixing of heat against 
the gas flow; the temperature profile extends upstream to particles which 
have no chemical heat production as yet. 

(5) The first increase of C 0 2 concentration, indicating the onset of 
reaction and chemical heat production, should coincide with the start 
of the pellets' superheating over the gas flow. Contrary to this, the C 0 2 

concentration in Figure 2 starts to increase about one particle diameter 
later. Such shifts in the profiles are characteristic for measurements of 
this type because the distance of one particle diameter represents the 
general uncertainty in fixing the position of a reaction zone in a packed 
bed. 

(6) In view of the heterogeneous nature of the packed bed the 
question arises as to how far the smooth profiles are meaningful, or if 
stepwise functions would not be better approximations. Fundamentally, 
would it not be more advantageous to work with difference equations 
and with cell methods instead of differential equations? Along with this 
is the problem of the behavior of catalyst particles in steep gradients of 
concentration and temperature which has been studied recently by several 
groups of authors (5-9) . 

The background of these temperature and concentration profiles in 
theory and experience contains the whole field of physical phenomena in 
catalysis and in gas-solid reactions; a compilation of these phenomena 
is shown in Table I. 

Intraparticle Problems—Isothermal 

The predominant internal problem of porous solids in catalysis and 
in surface reaction with gases is in-pore diffusion. Measurements as well 
as theoretical considerations are made usually with countercurrent dif-
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5. wiCKE Gas-Solid Surface Reactions 187 

fusion through porous plates. The general transport equation for sta
tionary multicomponent diffusion at constant temperature and pressure is: 

ι \ ^ JiXk JkX% ι Ji (λ \ 
-c grad Xi = 2^ Γη 1" η κ W 

This represents the balance between the driving force for the molecular 
species i and the resistances to transport, as they are induced by inter-
molecular collisions (normal gas diffusion according to Stefan-Maxwell) 
and by wal l collisions (Knudsen flow). Here χ* and xk are the mole frac
tions, Ji and Jk are the molar fluxes of the species i and k; c is the total 
molar concentration in the gas phase. The Dik represent the binary bulk 
diffusion coefficients, the factor ψ accounts for the restrictions of bulk 
diffusion by the porous network (structural factor), and D* K

e ff is the 
effective Knudsen diffusion coefficient of species i. For counter diffusion 

Table I. Physical Phenomena 

Intraparticle (internal problems) 

Isothermal: Non-isothermal: 

in-pore diffusion, internal 
normal gas diffusion, superheating 
Knudsen diffusion, and stability 
stoichiometry 

Interparticle (external problems) 
ι 

interphase transport 
ι 

dispersion effects 
/ \ 

of mass : of heat : 
diffusion, conducton, convection, 
convection irradiation 
(gas phase only) (gas and solid phase) 

of two components, with equal pressures on both sides of the porous 
plate (open system), the molar fluxes are inversely proportional to the 
roots of the molecular masses: 

Ji/Ji = - VM1/M2 = α - 1 (2) 

This holds for both Knudsen flow and in the pressure range where normal 
gas diffusion occurs in the porous medium, as was shown first by Hoog-
schagen in 1953 (10,11). For binary counter diffusion (Components 1,2) : 

J ι = — Di eff c grad Xi (3) 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

05



188 CHEMICAL REACTION ENGINEERING 

with γ~ = 1 .J**1 + γτ^- (3a) 
L>1 eff <]^12 *Λ eff 

This, and its integrated form: 

J\ = Ψ#ΐ2 - y · In ( — . , π /η κ ) vob) 

are the expressions used most often i n diffusion studies (12, 13, 14, 15, 
16, 17, 18). Here xl0, x1L are the mole fractions of Component 1 at the 
two faces of the porous plate from thickness L . 

For self-diffusion Equation 3a reduces to: 

1 = 1 . 1 = _ L Ρ _ J _ U ) 

D M ^DG + D K
E I { tyD0

G P0
 + D K

e f f
 W 

where D0
G is the bulk diffusion coefficient at gas pressure ? 0 . Equation 4 

represents a generalization of a formula proposed in 1944 by Bosanquet 
(19) for self-diffusion in a cylindrical capillary to account for the tran
sition range between bulk diffusion and Knudsen flow. Calculations by 
kinetic gas theory agree closely with the results of Bosanquet's additive 
resistance formula, as Pollard and Present (20) later showed. Experi
mental proof was attempted by Mingle et al. (21) by measuring self-diffu
sion of C H 4 and C 0 2 , tagged by carbon-14, through 1 mm glass capillary at 
pressures around 0.1 torr. The results scattered appreciably and cannot 
be considered conclusive. As a matter of fact, a convincing verification 
of the Bosanquet formula at low pressures, running from the transition 
range to pure Knudsen flow, has not yet been performed. 

If the system of transport pores under consideration has a fairly 
well defined mean radius r, the effective Knudsen diffusion coefficient 
also can be taken as the product of a structural factor and a trans
port quantity—i.e., a single capillary coefficient: D K

e f f = ψκΌκ(τ) with 
DK(r) = %wr, where w is the mean molecular speed. The structural 
factor ψκ usually has a value similar to φ in the normal gas diffusion 
term of Equation 3a or 4; φ « ψκ is known as the "permeability" of the 
pore system in question. 

To describe binary countercurrent diffusion through porous media 
with arbitrary pore size distribution, two different methods have been 
developed: (1) the method of random pore distribution, and (2) the 
method of structural factors or of permeabilities. The first method was 
developed by Wakao and Smith (16) for bidispersed solids. These are 
made by compressing porous powder particles and thereby contain 
micro- and macropores. For this method the void fractions en and the 
mean pore radii rn of the different groups of pores must be known from 
pore size distribution data. The probability that the macro- and/or 
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5. wicKE Gas-Solid Surface Reactions 189 

Figure 3. Combinations of pore alignments in bidis-
persed porous materials (16) 

micropores line up along the diffusion path is assumed proportional to 
the product of the volume fractions in question. Figure 3 demonstrates 
the three combinations of pore alignment in this random pore model; 
€a is the void fraction of the macropores between the particles, 1 — ca the 
volume fraction of the particles containing the micropores. For these 
three types of alignment the diffusivities are set up according to the 
model of straight cylindrical pores and are then combined in parallel 
flow to the transport equation. W i t h a number of such terms, however, 
the transport equation becomes cumbersome, even more so if the method 
is extended to three different groups of pores (18). The method of struc
tural factors, on the other hand, is based on diffusion measurements only 
and on the use of Equation 3 and 3a or, if self-diffusion is concerned, 
of Equation 4. Its application to a material, wherein a uniform group of 
pores dominates in diffusional transport, needs two diffusion measure
ments, one at high gas pressures to determine the structural factor ψ, the 
other at low pressures to determine the effective Knudsen coefficient 
£>iK

eff. W i t h these two empirical terms Equation 3a can then be applied 
as an approximation through the whole pressure range. If two groups of 
pores, I and II, are engaged equally in the diffusion process, the transport 
equation must be composed of two terms, for instance in case of self-
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diffusion: 

υ * « - ι + D G / D K ( r / ) "I" ! + ] )ο/βκ ( r / j ) V > 

A two-term-expression like this is sufficient to describe even complicated 
diffusional behavior (22,23). 

Figure 4 represents data of countercurrent diffusion of N 2 against 
H e measured by Cunningham and Geankoplis (18) with three porous 
tablets. The tablets were prepared by compressing a porous powder of 
alumina to samples of different density, and contained a macropore and 
a micropore system. In the low density sample ( 1 ) the macropores with 
r « 10"4 cm predominate in contributing to diffusion flux; the same is 
true for the medium sample A , whereas in the high density sample (2) 
the micropores with r « 6 · 10"7 cm predominate. The authors set up the 
transport equation as: 

j = — ^e— c g r a c [ X l (6) 
1 — (XX\ 

instead of Equation 3; thus a diffusion coefficient De was defined ac
cording to: 

J L = _ I _ + ι (7) 
De ψΖ)12 ^ (1 " « χ ) DiKeff V ; 

The mean values of the mole fractions along the diffusion path were 
about the same in all experimental runs; for nitrogen: Xi « 0.4 to 0.5. 
The influence of composition could therefore be neglected i n first ap
proximation compared with the large influence of total gas pressure 
which was changed in the range 1:1000. To evaluate the measurements 
Equation 6 was integrated along the diffusion path at constant gas 
pressure F and temperature Γ to: 

whereby De was taken as a constant mean value. W i t h J i , X i 0 and x1L 

measured for N 2 this mean value was calculated from Equation 6a, and 
the product DeP was plotted vs. Ρ (Figure 4) . The straight lines repre
sent Knudsen flow, the bent parts of the curves are the transition range 
to normal gas diffusion. The dashed lines give the results of random pore 
calculations, based on the model of Figure 3, with the micro- and the 
macropore system listed in the caption to Figure 4. The dotted lines 
were obtained by the method of structural factors assuming one uniform 
group of pores only in each case. Although the samples had a bidispersed 
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5. wiCKE Gas-Solid Surface Reactions 191 

porous structure, this simple description agrees remarkably wel l with 
the measurements, thereby confirming that in each run one group of pores 
predominated in diffusional transport. 

1000 

Figure 4. Experimental and predicted diffusivities for several 
bidispersed materials (18) 

Method of random pores 
Method of structural factors 

Porosities (e) and mean pore radii (r, A units): 
N° micro macro 

J ei = 0.326, r = 76 c a = 0.521, r = 9800 
A 0.468 85 0.303 4300 
2 0.537 58 0.052 1500 

If in the porous solid a chemical reaction proceeds: v i A i + v 2 A 2 

v 3 A 3 , the molar fluxes of the gas components under steady-state condi
tions must be i n the ratios of the stoichiometric numbers vi ( < 0 for re-
actants, > 0 for products ) : 
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192 CHEMICAL REACTION ENGINEERING 

J l = J = Jz ( g ) 

Vi v 2 v 3 

The reaction rate per unit volume, dependent on temperature and con
centrations, is then: 

div Ji = Vi-rv(T, ci, c2 . . . ) (9) 

The stoichiometric ratios (Equation 8) generally do not agree with the 
inverse ratios of the roots of the molecular masses, Equation 2; this means 
that: vi/vk =7̂  y/MJMi is generally true. In the case of Knudsen flow 
within the porous pellet this contradiction is solved by pressure gradi
ents, which build up along the diffusion paths to such values, that the 
fluxes of the components are in stoichiometric ratio. If there is normal 
gas diffusion, however, the total pressure remains constant throughout 
the pellet; the stoichiometric fluxes are then adjusted by proper gradients 
of the mole fractions which are established in the stationary run of reac
tion. These problems have been treated i n detail recently by Hugo (24, 
25, 26), who developed stoichiometric flux diagrams of the reaction 
components for the three transport processes: bulk aerodynamic flow, 
Knudsen flow, and normal gas diffusion. In the latter case the flux of a 
component i during a steady-state reaction can be described by a gen
eralized diffusion coefficient: 

Ο Λ Η = ν, — ^ (10) 

Σ Ζ/12 
k u % k 

in the transport equation: Jt = DiG
ettc grad xif as shown earlier (27). 

These generalized coefficients contain the influence of the different values 
of the binary coefficients Dik of all pair combinations i,k and the influ
ence of the volume change by reaction. If all binary coefficients have the 
same value (D12), the expression reduces to: 

Ζ ) Λ „ = f » ( ID 

k 

and contains nothing more than the influence of the increase in the mole 
number %vk. If there are only two components, it follows from Equations 

k 

2 and 8: Xvjvi — a, and Equation 11 simplifies to the countercurrent 
k 

expression, Equation 3a. 
In the transition range between Knudsen flow and normal gas dif

fusion the Bosanquet formula (Equation 4) can be used to obtain the 
approximate relation: 
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5. wiCKE Gas-Solid Surface Reactions 193 

* A eff eff i A eff 

This approximation is restricted principally to cases where the total gas 
pressure can still be taken as constant along the diffusion path—i.e., 
where the influence of Knudsen diffusion is small. The more general 
problem—that pressure gradients are built up to satisfy the stoichiometric 
flow conditions in the transition range—has not been solved until now. 

To evaluate the influence of in-pore diffusion on reaction rate, Equa
tion 9 must be integrated. This requires, in addition to knowledge of the 
transport equation, knowledge of the reaction rate law. W i t h an em
pirical n t h order law the integration yields the following expression for 
the Thiele modulus: 

φ = ^ \ η ~ μ - J - · ( - ^ « ) T / 2
 ( 1 8 ) 

L Di eff C i s Cie<* J 
Vp and Sp are the volume and the external surface area of the porous 
pellet, rV8 is the reaction rate, and ci8 — e q is the distance of concentra
tion of component i from equilibrium at the external pellet surface. In 
the Knudsen range Die{t is to be substituted by the effective Knudsen 
coefficient of component i, in the range of normal gas diffusion D i e f f rep
resents a mean value of the generalized diffusion coefficient, Equation 
10, taken over the concentration field in the pellets interior (for details 
see Hugo (26)). In the scope of this approximation the values of the 
diffusion coefficients in the transition range can be estimated by the modi
fied Bosanquet formula (Equation 12), although in principle it is insuffi
cient for stoichiometric flow. 

To use this formula the structural factor ψ must be known. Its value 
is usually determined by measuring steady-state countercurrent diffusion 
by two gas streams, which bypass the two faces of a cylindrical or plate-
shaped probe of the porous material. The method was developed by 
Kallenbach (29) in 1941 and has been applied frequently since then 
(14, 15, 16, 17, 18, 30, 31) at normal and reduced pressures. It has also 
been used with remarkable success at high pressures by Paratella (32) 
to measure the binary diffusion coefficient in C O / N 2 mixtures up to 150 
atm by using a parallel pore plate with known permeability. As a matter 
of fact this method was being used in the early 1900's in the U . S. Depart
ment of Agriculture by Buckingham (33), when he measured the diffu-
sivity of gases in soils. 

Recently a new steady-state method has been worked out by Hugo 
et al. (34, 35, 36) in connection with permeability measurements on nu
clear graphites. It uses the ρ,ο-hydrogen conversion and deals with the 
simple case of self-diffusion. The principle of the method is shown in 
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J.X: 

porous plate 

catalyst for 

ρΗ1τ=^οΗ1 

steady state 
balance : 

diffusion flow 

>J.x< 

m $ m m 

J(x} - xe) = ~3D 

JD - u ueff C L 

J L 
eff ~ α 

xe " xeq 

Figure 5. Reaction diffusion cell for diffusivity measurements 
in porous materials by the p-hydrogen method after Hugo 

etal. (34,35,36,37) 

Figure 5. A stream of hydrogen, enriched with the para species of mole 
fraction xh enters a mixing chamber which is separated by the porous 
sample from a platinum catalyst. The para molecules diffuse to the 
catalyst—diffusion flow JD—where the equilibrium mole fraction x e q of 
p-hydrogen is established, and the ortho molecules diffuse back through 
the porous plate. The stationary flow balance of the mixing chamber and 
the diffusion equation give a simple relation for the effective self-diffusion 
coefficient of hydrogen in the probe (see Figure 5) . To evaluate this 
relation, the mole fractions of p-hydrogen in the inlet and outlet stream, 
Xi and xe, are measured continuously by thermal conductivity. The method 
can be used only for porous materials which do not catalyze the con-
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5. wicKE Gas-Solid Surface Reactions 195 

version. A catalytic activity for o , p - H 2 conversion must be poisoned be
forehand, or the measurements must be made with inactive catalyst 
support material. 

It is practical to run measurements at different hydrogen pressures, 
and to plot 1/D e f f vs. pressure. In this way Figure 6 demonstrates the 
values that have been measured by Hugo and Beyer (36, 37) with a nu
clear graphite in its original condition and after increasing amounts of 

40 

30 

10 

t — f — I 

-JUU 

"inn 
• -Zuu 

inn S 
• - JUU f 

^36,5 j r 
s/ s or 

• / 
• r / 

I 

34,6% 

0 100 200 300 400 500 600 
>. ρ ( Torr) 

Figure 6. Pressure dependence of self-diffusion coefficient of hy
drogen in a nuclear graphite at room temperature (Bosanquet dia
gram) after different burnoffs. The line for 0% burnoff has been 
shifted upward and drawn with a 10-fold reduced scale (36, 37). 
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196 CHEMICAL REACTION ENGINEERING 

burnoff (with C 0 2 at 1000°C) . Figure 7 represents pore size distribu
tions of some of the probes obtained by H g porosimetry. The measure
ments on the original material give a straight line in the 1/Det{ vs. Ρ plot 
as expected for a uniform group of transport pores. From the slope of 
the line, according to Equation 4, the structural factor (permeability) 
can be calculated: ψ = 2 X 10~3, from the intercept on the ordinate the 
effective Knudsen diffusion coefficient, and from this the mean radius of 
the transport pores: r = 1, 2 χ 10"4 cm. [The self-diffusion coefficient 
of hydrogen at 20°C was taken as D H 2 = 1.43 cm 2/sec] This value 
agrees well with the macropore peak in the pore size distribution ( F ig 
ure 7) for 0% burnoff. W i t h increasing burnoff the micropore peak 
shifts from very small radii to larger values, obviously because narrow 
connections (micropores) between macropore voids burn out to larger 
diameters and finally merge in the group of macropores. The simul
taneous influence of two different pore groups on the diffusional transport 
gives rise to deviations from straight lines in the Bosanquet diagram 
( Figure 6 ). The deviations at low pressures are induced by the influence 
of the macropores; to account for this a two term relation like Equation 5 
has to be used (22, 23). It is interesting that the measurements of Cun
ningham and Geankoplis (18) on Sample 1 in Figure 4 also give a straight 

1 àV 
M dig r 

J"— 1 1 1 — ι — I I I I ι 1 ι 1 1 — ι — ι » » ι 1 1 1 1 

001 Q05 φ QS W 5 
Pore radius in/u 

Figure 7. Pore size distributions of the nuclear graphite after different burn
offs (36, 37) 

line when plotted in a 1/De vs. Ρ diagram as demonstrated in Figure 8. 
The values of the structural factor and the mean pore radius, derived from 
the slope and intercept of this line, agree well with the values given by 
the authors, thereby confirming that in this bidispersed system the macro-
pores dominate in diffusional transport. [The evaluation was based on 
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5. wiCKE Gas-Solid Surface Reactions 197 

Figure 8. 1 / D e vs. Ρ plot of the measurements of Cunningham and Gean-
koplis (18) on Sample 1 (see Figure 4) 

Equation 7; by substituting a by 1 — λ/M t /M l > according to Equation 2, 
and Xi , 1 — xx by Xi , x> respectively, the equation given in the figure is 
obtained.] 

The steady-state diffusion methods, useful and reliable as they are 
in basic research, have some disadvantages for direct application to cat
alyst pellets in industrial practice. Single samples only can be used after 
special preparation, and erroneous results must be expected if the ma
terial contains blind pores or anisotropic pore distributions. Unsteady 
state methods are often more generally applicable; among these the pulse 
technique, developed first by Deisler and Wilhelm (38) in 1953, seems 
to be of particular importance. Supported by experiences in gas chro
matography this method is now in progress at several places (39, 40, 41). 
From the pulse technique readily applicable test methods are to be ex
pected, suitable for supervising catalysts in practice, because their results 
w i l l be statistical mean values from a number of catalyst pellets. 

Intraparticle Problems (Non-isothermal) 

The problem of internal superheating of catalyst particles by chem
ical heat production has received much interest in recent years. The 
coupling of reaction rate as a strongly nonlinear function of temperature 
with the essentially linear transport processes of heat and mass may give 
rise to multiple stationary solutions of the balance equations—i.e., to 
multiple steady states of the reaction system. M u c h theoretical work has 
been done to investigate the conditions under which multiple steady-
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198 CHEMICAL REACTION ENGINEERING 

state profiles of concentration and temperature occur in the interior of a 
catalyst pellet and to determine the criteria of stability of the steady 
states. A survey of these problems and of the extended literature has 
been given by Aris (42) (see also V . Hlavâcek (8)). The boundary con
ditions at the external surface of the pellet are usually choosen in such 
a way (43) that the surface temperature T8 and the surface concentration 
c8 remain fixed. In addition to the Thiele modulus φ, the characteristic 
parameters are the maximum relative excess temperature in the pellet 
center, β, and the dimensionless activation energy, y: 

= (-AH) De{{ cs _ ATmax = J 2 _ 
* keTs Ts ' T RTS 

(AH = reaction enthalpy; k€ = heat conductivity of the pellet material). 
For multiple steady states to occur in the interior of the pellet—with fixed 
surface temperature and with a first-order reaction—the product y β must 
exceed a value of about 5. Recently Hlavâcek et al. (44) have accumu
lated data of γ, β, and φ from industrial catalytic processes and from 
experimental studies (see Table II) . In no case is the limit y β ^ 5 at
tained; in most industrial processes the values are much smaller. As a 

Table II. Parameters of Some Exothermic Catalytic Reactions (44) 

Reaction 

Synthesis of N H 3 (45) 
Synthesis of higher alcohols 

from C O and H 2 (45) 
Oxidation of C H 3 O H to C H 2 0 (45) 
Synthesis of vinyl chloride 

from C 2 H 2 and HC1 (45) 
Hydrogénation of C 2 H 4 (46) 
Oxidation of H 2 (47) 
Oxidation of C 2 H 4 to ethylene oxide (45) 
Decomposition of N 2 0 (49) 
Hydrogénation of C 6 H 6 (50) 
Oxidation of S 0 2 (45) 

Y 
29.4 0.0018 1.2 

28.4 0.024 — 

16.0 0.175 1.1 

6.5 1.65 0.27 
23-27 1.0-2.7 0.2-2.8 

6.75-7.52 0.21-2.3 0.8-2.0 
13.4 1.76 0.08 
22.0 1.0-2.0 1.0-5.0 
14-16 1.7-2.0 0.05-1.9 
14.8 0.175 0.9 

matter of fact, multiple steady states in the interior of catalyst pellets 
have not been observed experimentally, even in cases where high internal 
superheating was obtained, as in studies of the hydrogénation of ethylene 
[(46), AT = Tc - T8 up to 3 7 ° C ] , the oxidation of hydrogen [(47, 48), 
AT more than 100°C] , and the decomposition of N 2 0 [(49), AT up to 
36 ° C ] , The reason for the failure to observe multiple steady states is 
that with increasing temperature in the pellets' interior the concentration 
of the reactants, within a small temperature interval, recedes towards 
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5. wiCKE Gas-Solid Surface Reactions 199 

the external surface. Only a thin reaction zone remains, with steep con
centration gradients. Hence, induced by the small diffusivities in the 
porous structure, the interior of the catalyst particles usually can be 
taken as isothermal. 

Interphase Transport 

When overheating by an exothermic reaction occurs, the catalyst 
particles usually overheat as the whole, as shown in Figure 2. The tem
perature gradients appear predominantly in front of the external pellet 
surface, where the resistance of heat transfer to the bypassing gas flow 
must be overcome. It is the limitation in the intensity of this external 
heat transfer compared with the chemical heat production within the 
particle which really gives rise to multiple steady states of the system. 
In this external problem three steady states are possible, and the medium 
one is unstable (51, 52). The particles in these states have tempera
tures more or less different from the gas flow. Their interiors, how
ever, are essentially isothermal, for the reasons stated above [(see also 
Hugo and Wicke (22)] . In this case also it seems unlikely that the 
internal problem should have multiple solutions. The phenomenon of 
more than three steady states, as calculated by combining the external 
and internal problem (53), should scarcely be observed experimentally. 
A n instructive discussion of the possible situations has been given by 
Cress well (54) (Figure 9). Here the Thiele modulus is defined by the re
action rate under the conditions of the bypassing gas flow as a reference 
value; an increasing Thiele modulus therefore means increasing tem
peratures of gas flow. 

Cresswell distinguishes four regions with different behavior of the 
system. In the kinetic region 1 the reaction parameters are the same 
throughout the porous pellet. In Region 2 the temperature in the pellet 
increases, but the interior remains essentially isothermal; the reaction is 
confined more and more to a thin shell at the pellet surface. This is why 
the effectiveness factor normally does not increase in this range but 
decreases. In Region 3 the limitation of external heat transfer gives rise 
to appreciable superheating of the pellet; this causes a dramatic increase 
of the effectiveness factor, connected with three steady states. In Region 
4 the pellet is in the upper stable state where the external mass transfer 
controls the rate of conversion. 

Mass and heat transfer between particles and gas flow in packed 
beds has been studied increasingly in the last years. This is especially true 
for the range of low Reynolds numbers, below about 100, which is most 
important for gas-solid reactions and catalysis. The traditional method 
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200 CHEMICAL REACTION ENGINEERING 

THIELE MODULUS φ > 

Figure 9. Main rate-controUing regions of an exo
thermic reaction at a catalyst pellet. Region 1: kinetic; 
Region 2: in-pore diffusion, non-isothermal; Region 3: 
multiple steady states; Region 4: interphase mass trans

fer, after Cresswell (54). 

of measurement (the adiabatic evaporation of liquids from wetted porous 
particles) is difficult to perform in this range because the gas stream at 
the outlet of the test section w i l l be nearly saturated with the vapor. 
The test section, therefore, must be short, two or three layers of particles 
only, suitably sandwiched between beds of solid dry pellets of the same 
size. Such a short arrangement, of course, has strong entrance and exit 
effects, whose influence can be observed in the fact that the wetted par
ticles approach the wet-bulb temperature of the inlet air only at high 
air velocities. The same is true when the wetted particles are interspersed 
randomly in a bed of solid dry pellets ("expanded" or "dispersed" bed 
of wetted particles) (55). The temperatures of the wet surfaces, there
fore, must be measured carefully if reliable results of mass transfer are 
to be obtained. Petrovic and Thodos (56) recently performed such 
measurements with uniformly packed and with dispersed beds at low 
Reynolds numbers: 3 < Re < 230. They correlated the values found 
for the mass transfer factor jd by: 

ejd = 0.357 ββ-°· 3 5 9 (14) 
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5. wiCKE Gas-Solid Surface Reactions 201 

where c is the fraction of voids in the fixed bed. The factor c in Equa
tion 14 originates from the work of McConnachie (57), who measured 
mass and heat transfer into air from spheres held fixed in space by wires 
in a body-centered cubic arrangement, a "distended" bed. His results, 
obtained in the range 0.416 < e < 0.778; 100 < Re < 2000, could be 
approximately related to: jd — 1/c at Re = constant, as Sen Gupta and 
Thodos (58) have shown. Petrovic and Thodos, in deriving Equation 
14 from their measurements, tried to account for the influence of axial 
mixing by using a mixing cell model instead of the usual method of 
logarithmic mean driving force. W i t h the same model they recalculated 
results of earlier investigations (55, 59, 60) on packed and dispersed beds 
and thereby extended Equation 14 to the range 3 < Re < 1000. 

O n the other hand, however, important parameters are missing in 
this correlation. For uniformly packed beds, for example, the dimen-
sionless length of the test section—i.e., the number of wetted particle 
layers used—is expected as parameter to account for end effects. For 
dispersed bed arrangements the mean value of shortest distance (or the 
number density) of the wetted particles should be implicit in Equation 
14. Neglect of these parameters may be the reason for the broad scatter
ing of experimental data with respect to Equation 14; hence, the corre
lation w i l l have to be refined in future, especially in the low Reynolds 
number range. 

Interphase heat transfer in this range is characterized by the fact 
that influences of heat conduction and of radiation between the particles 
in question and their surroundings can no longer be neglected, as is nor
mally done at high Reynolds numbers. These effects favor the rate of 
interphase heat transport, but there are no comparable effects in mass 
transfer. The ratio of heat to mass transfer rates, therefore, should increase 
with decreasing Re number. De Acetis and Thodos in their investiga
tions (55) of heat and mass transfer with wetted particles in short test 
sections and in dispersed beds, obtained values of jh/jd « 1.5 for the ratio 
of heat to mass transfer factor ( especially at low Re numbers ) compared 
with only 1.07 in the classical work of Hougen et al. (59, 60) at higher 
Reynolds numbers, Re > 350 [(see also Sen Gupta and Thodos 
(58)]. Satterfield and Cortez (61 ) have reported on différencies between 
mass and heat transfer data obtained with woven-wire screens in gas 
flow, (they call it "discrepancies") which can be attributed to longitudinal 
heat conduction. 

In 1950 Wilhelm (62) compiled the effective mechanisms for heat 
transport in packed beds, and together with Singer he worked out 
the scheme shown in Figure 10. It considers the heat conduction from 
particle to particle through the contact areas and through the fluid fillets 
around them, the interphase heat transfer, and the molecular and eddy 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

05



202 CHEMICAL REACTION ENGINEERING 

conductivity in the fluid phase. The diagram can be taken as a program 
for research in this field; until today this program has not been com
pletely worked out. Remarkable progress has been achieved in recent 
years by Schlunder (63) in investigations of combined heat and mass 
transfer between gas flow and single bodies enclosed in packed beds. 
From his numerous important results the one shown in Figure 11 seems 

R M F 

R, = T h e r m a l resistance of particle it
self. 

11 r = T h e r m a l resistance of fluid fillet 
between particles. 

Tic = T h e r m a l resistance of contact 
area. 

Ni = T h e r m a l resistance of impurities: 
oxides, grease, etc. 

7?// = T h e r m a l resistance for heat flow 
from particle to main body of 
fluid. 

7?.wp = T h e r m a l resistance of fluid at rest 
(molecular conductive effect). 

RR = T h e r m a l resistance of turbulent 
flow. 

Figure 10. Scheme of mechanisms for heat 
flow in packed beds, after Singer and Wil-

helm (62) 
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Figure 11. Heat and mass transfer (Nusselt numbers Nu and Nu') between 
a wetted porous cylinder, 30 X 30 mm, and airflow in packed beds of 2-mm 

pellets from glass (Ύ, V) and from polystyrol (Μ, Π) after Schliinder (63) 

especially interesting. A cylindrical cell from porous alumina, 30 X 30 
mm, was enclosed in a packed bed of spheres, 2 mm in diameter, from 
glass and from polystyrol, and was wetted continuously with water by 
thin glass tubes. From the steady-state water influx to the evaporation 
cell and from the temperatures measured at the surface of this cell, and 
in the air flow through the packed bed, the mass and heat transfer data 
were calculated. They are shown in Figure 11 as N u vs. Pe for heat 
transfer and N u ' vs. Pe' for mass transfer respectively. In the definition of 
Nusselt and Peclet numbers half the circumference of the evaporation cell, 
dp χ π/2, has been taken as the characteristic length. The range of Pe 
numbers, 50 < Pe < 7500 in Figure 11, corresponds to the range 20 < Re 
< 3000 of modified Reynolds numbers. As Figure 11 demonstrates, the 
rate of mass transfer from the evaporation cell does not depend on the ma
terial of the spheres in the packed bed surrounding the cell, but the rate of 
mass transfer from the evaporation cell does not depend on the material 
of the spheres in the packed bed surrounding the cell, but the rate of 
heat transfer is appreciably higher in the bed of glass spheres than in 
the bed of polystyrol spheres. The reason for this is the higher heat 
conductivity of the glass spheres' packing at zero gas flow rate, as is ob
vious from the values of N u m i n on the ordinate (Figure 11). W i t h increas
ing Pe number (or Re number) the ratio of heat transfer to mass transfer 
rate decreases continually. This behavior can be explained physically 
by a boundary layer model, wherein the packing is treated like a con
tinuous phase, as Schliinder (63) has shown. From the results in Figure 
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204 CHEMICAL REACTION ENGINEERING 

11 it can be expected that for exothermic reactions in catalyst beds the 
tendency of single catalyst pellets to overheat and to produce hot spots 
in the packed bed increases with increasing gas flow rate. 

Dispersion Effects 

A discussion of dispersion effects i n packed beds requires an appre
ciation of the basic research in this field by Wilhelm and co-workers. In 
1962 he presented an excellent review (64) on transport phenomena and 
chemical reactor design. From this paper the famous survey of the char
acteristic regions for dispersion of mass in packed beds has been repro
duced i n Figure 12. Most important for catalysis and gas-solid reactions 
is the fact that the dispersion behaves non-isotropically. A t Re ^ 10 the 
measurements for axial dispersion accumulate in the range of Pe num
bers between 1 and 2. The theory, regarding the voids between adjacent 

M o l e c u l a r 

Figure 12. Axial and radial dispersion in packed beds; inter
locking hydrodynamic regions after Wilhelm (64) 

particles as mixing stages, yields P e a x = 2 in the limit of infinitely deep 
beds. For radial dispersion the experimental values of Pe accumulate 
between 8 and 12; the theory, based upon a lateral random walk model, 
yields: Pe r = 8. In measurements of the local radial dispersion of C 0 2 in 
air at different distances from the tube wall , Fahien and Smith (65) 
found minimum values of Pe r — 8 near the axis of the packed bed; ap-
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5. wiCKE Gas-Solid Surface Reactions 205 

proaching the tube wall , values of Pe r increased—i.e., the dispersivity 
decreased. This behavior can be attributed to the increasing fraction of 
voids between the particles when approaching the wall ; the effect dimin
ishes with increasing ratio of tube to particle diameter. 

The dispersivity of heat in packed beds is larger (as expected) than 
the dispersivity of mass because the dispersion of heat is supported by 
the conduction and by the radiation from particle to particle, whereas no 
analogous processes are effective in mass transport. Wilhelm was one 
of the first to draw attention to these differences; in a comparison of 
radial mass dispersion data with results of heat dispersion measurements 
(66) he demonstrated in 1950 the excess of heat dispersivity over mass 
dispersivity at low Reynolds numbers. 

About 10 years later Yagi et al. showed in detailed investigations 
( 67, 68 ) that the effective thermal conductivity in packed beds with gas 
flow can be described by a two-term relationship of the following type: 

*efi = k0 + (15) 

The first term, k0, is the heat conductivity of the packed bed without con
vection, the second term represents the contribution of the gas flow to 
the effective thermal conductivity (u = mean flow velocity between the 
particles, p, cp = density and heat capacity of the gas ). The dimension-
less quantity Pe* was found to be about 10 for radial effective conduc
tivity and about 3 for conduction parallel to the axis. Hence, the second 
term in Equation (15) is non-isotropic; it corresponds obviously to the 
dispersivity of mass in the range Re ^ 10 in Figure 12. 

Equation 15 can be rearranged to give: 

V&Êt = p e = P e * (15a) 
e f f 1 + Pe* - ^ V uçCpdp 

for the Peclet number of heat dispersion. This expression depends on gas 
flow rate (or on Re number) in a similar way as Figure 12 shows for the 
Peclet number of mass dispersion. The transition ranges, however, are 
shifted to larger values of Re (10- to 100-fold) according to the ratio 
of the thermal diffusivity, k0/Pcp, in the packed bed without convection 
to the mass diffusivity D0. For this reason the axial heat dispersion is, at 
low Re numbers, appreciably larger than the axial mass dispersion, as 
demonstrated by the different slopes of the gas temperature and the 
concentration profiles in Figure 2. 

This difference in quantity between axial dispersion of heat and of 
mass is connected with a more fundamental difference. The axial dis
persion of mass is predominantly a forward dispersion; only little back 
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206 C H E M I C A L REACTION ENGINEERING 

mixing occurs against the direction of gas flow because the pellets are 
practically impenetrable for the gas molecules. The dispersivity of mass, 
therefore, must be considered principally by mixing cell models. The 
dispersivity of heat, on the other hand, up to Reynolds numbers of sev
eral hundred is composed of one part which represents a real two-sided 
diffusivity (k0 in Equation 15), and a second part which represents a 
forward dispersion. The effective conductivity, therefore, must be rep
resented principally by a model, which combines a continuous with a 
mixing cell character. Recently Amundson (69, 70) conceived such a 
model (Figure 13). It consists of mixing cells, 1 and 2, which are separated 
by particles; these particles represent with their heat conduction the con
tinuous part of the model. A t higher temperatures radiational heat trans
port also must be considered; if there are steep gradients, as in Figure 2, 
this requires calculations with stepwise temperature profiles, similar to 
mixing cell methods (71). 

1 2 
Figure 13. Combined model for heat dispersion in 
packed beds after Amundson (69, 70). Mixing cells 
(1 and 2) connected by heat conduction through the 

adjacent particles. 
In view of the complicated nature of the effective axial heat con

ductivity, analysis of the adiabatic packed bed reactor with different 
values of dispersivities of mass and of heat has not yet been worked out 
in theory; this remains a problem for the future. Meanwhile investigations 
of transport processes concentrate more and more on the range of con
ditions which are most important for catalysis and for gas-solid reactions, 
first of all the range of low Reynolds numbers. W e hope to learn more 
in near future about the manifold and interesting interactions of physical 
phenomena with chemical reaction rates in this range. 
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Contributed Papers 

Mass Transfer Characteristics of Woven-Wire 
Screen Catalysts 

C H A R L E S N . S A T T E R F I E L D and D O U G L A S H . CORTEZ, 1 Department of 
Chemical Engineering, Massachusetts Institute of Technology, Cambridge, 
Mass. 02139 

The objectives of this work were to determine the mass transfer 
characteristics of woven-wire screen catalysts and to investigate the possi
bility that the catalytic oxidation of hydrocarbons in air might under 
some circumstances proceed by initiation of reaction on a catalyst surface 
followed by propagation of the reaction into the surrounding gas, so-
called hetero-homogeneous catalysis ( 1 ). 

The catalytic oxidation of either 1-hexene or toluene in excess air on 
one to three platinum gauzes in series was carried out in one of two 
tubular flow reactors. Hydrocarbon concentrations were varied from 
600 to 4000 ppm. To measure whether homogeneous reaction downstream 
from the catalyst was significant, a movable water-cooled probe was 
mounted vertically below the catalyst. Gas samples were analyzed by 
gas chromatography. The screens consisted of 52 or 45 mesh platinum 
gauzes or 40 or 80 mesh platinum-10% R h gauzes. 

The rate of reaction increased rapidly with increased temperature, 
but above about 350°C it became almost temperature independent, which 
is strongly suggestive of a mass transfer-controlled process. Assuming 
that the reaction rates at high temperatures were indeed controlled by 
mass transfer, mass transfer coefficients were calculated, converted to ; D 

factors, and correlated with the Reynolds number by the relationship 

jD = CN-m
Re,d 

in which the Reynolds number is based on wire diameter and interstitial 
velocity. A least-squares analysis gave C = .865 and m = .648 with a 
mean deviation of ± 1 2 . 5 % . There was no significant difference between 
mass transfer coefficients for two or three screens in series or for degree 
of separation of two screens, nor was there any effect of probe position 
on the results. It was concluded that there was no positive evidence that 

'Present address: TRW Systems Group, One Space Park, Redondo Beach, Calif. 
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210 CHEMICAL REACTION ENGINEERING 

any of the hydrocarbon oxidation occurred as a homogeneous process. 
The results agree fairly closely with those of B. Gay and R. Maughan 

(2) obtained by measuring the mass transfer rates of mercury from 
single screens into flowing nitrogen, but they disagree substantially with 
values of ; H as determined from heat transfer rates to a gas from stacks 
of woven screens as measured by J. E . Coppage and A . L . London (3). 
We concluded that this was caused by the neglect of axial heat transfer 
in the work of Coppage and London. Their data after adjustment for 
this effect, that of Gay and Maughan, and the data of P. H . Vogtlander 
and A . P. Bakker (4) for liquid-phase mass transfer to screens, plus our 
data were recorrelated in terms of flow past a single cylinder, and the 
transport characteristics of screen catalysts were shown to be very similar 
to that of infinite cylinders. Comparison of all these data with the 
ammonia oxidation studies of Dixon and Longfield (5) showed that their 
rates of reaction never exceeded that which would be predicted for a 
mass transfer-controlled process. There is thus no evidence that the am
monia oxidation reaction in their case occurred as a hetero-homogeneous 
process. 

(1) Satterfield, C. N., Cortez, D. H., "Mass Transfer Characteristics of Woven
-Wire Screen Catalysts," Ind. Eng. Chem., Fundamentals (1970) 9, 613-
620. 

(2) Gay, B., Maughan, R., Intern. J. Heat Mass Transfer (1963) 6, 277-287. 
(3) Coppage, J. E., London, A. L., Chem. Eng. Progr. (1956) 52 (2), 57F-

63F. 
(4) Vogtlander, P. H., Bakker, A. P., Chem. Eng. Sci. (1963) 18, 583-589. 
(5) Dixon, J. K., Longfield, J. E., "Catalysis," P. H. Emmett, Ed., Vol. 7, 

pp. 281-304, Reinhold, New York, 1960. 

Experimental Study of Laboratory Flow Reactors 

JOHN C. ZAHNER, Mobil Research and Development Corp., Central Research 
Division, P.O. Box 1025, Princeton, N. J. 08540 

In studying heterogeneously catalyzed reactions of gases, the labora
tory integral conversion flow reactor has a number of desirable features. 
One of the more desirable aspects is that simply by changing the flow 
rate, one can obtain rather quickly a reaction path over a wide range of 
conversions. Of course, for the data to be interpreted unambiguously, it 
should be free of significant heat and mass transfer effects such that the 
plug flow description of an isothermal reactor is valid. 
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ZAHNER Laboratory Flow Reactors 211 

Axial diffusion can be a significant factor in affecting adversely the 
results of flow reactors, especially for high conversions at low flow rates 
in shallow beds. If the residence time becomes too long, molecular dif
fusion becomes important since the residence time can become compa
rable with the diffusion time, ( length )2/effective diffusion coefficient; 
the reactor then tends to behave more like an ideal stirred tank reactor 
where the concentrations become uniform throughout the length of the 
bed. In the intermediate regions, interpretation of experimental data for 
kinetic purposes becomes difficult. 

For gas flow rates of 8-110 scc/min and conversions up to 90%, 
negligible deviations from the plug flow description were obtained in the 
Pt-catalyzed exchange of deuterium for hydrogen in neopentane as long 
as the axial diffusion modulus was appropriately low. Further, all devia
tions from the plug flow description were in agreement quantitatively 
with the theory of axial diffusion. In some experiments the catalyst was 
diluted about 10:1 with inert chips; no new mass transfer effects resulted. 

One can arrive at a conservative design for a laboratory flow reactor 
operating around atmospheric presusre, 230°C, 10-200 sec of gas/min, 
and catalyst activities as measured by a first-order rate constant of 0.1 to 
2 (cc of gas)/(sec, cc of catalyst). 

Considering heat effects first, two major temperature differences are 
important in removing the heat of reaction: (1) AT between the catalyst 
particle and bulk fluid temperature, and (2) AT between the center and 
reactor wall . 

The second difference is minimized by keeping the heat generated 
(catalyst) per unit of length small. Based on the following considera
tions: 

(a) A limiting Nusselt number of 4 
( b ) Effective bed conductivity of 1.4 χ 10"3 cal/ ( sec, cm, °C ) 
(c) Only enough catalyst to obtain 90% conversion at 10 scc/min 
( d ) Remaining space w i l l be filled with inerts 
( e ) Approximate T, p, and k as above 

one then arrives at: 

Thus, for a reactor 20 cm long, a reaction having an effective heat of 
reaction (mole fraction · AH) of 20 kcal/gm-mole, the maximum esti
mate for the AT is 1°C. 

A catalyst particle of 80 mesh and activity of 2 cc of gas/(sec, cc of 
catalyst) w i l l generate a temperature difference between the particle 
and an infinite gas of 0.5 °C for an effective χ AH of 20 kcal/gm-mole. 
Thus, use of 80 mesh particles or smaller w i l l keep this ΔΓ acceptable. 

Δ T T C ) = 
χ AH (kcal/gm-mole) 

L(reactor length, cm) 
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212 CHEMICAL REACTION ENGINEERING 

Furthermore, 80 mesh w i l l give satisfactory intraparticle diffusion 
even for effective diffusion coefficients of 10"3 cm2/sec. For a reactor 
20 cm long, a diameter of 1.1 cm or less gives an excellent axial diffusion 
modulus of 0.05 or less and an "effectiveness factor for axial diffusion" 
of 0.95 or better over the entire conversion range. 

The experiments that made us more aware of axial diffusion are 
outlined below. These experiments were not performed to test the par
ticular reactor scheme above but to resolve some irregularities from pre
vious experiments. 

Table I. Intrinsic Kinetics 

Run Time, Deuteride Composition,* Mole % 

No. win. do di dz db d% d7 

514 89.9 89.21 9.75 .87 .18 — — — 

180. 79.79 17.87 2.09 .27 — — — 

300. 67.12 26.58 5.24 .86 .21 — — — 

574. 42.90 36.48 15.29 4.09 1.06 .18 — — 

746. 31.78 37.55 21.20 7.14 1.90 .45 — — 

1306. 9.72 24.81 29.63 21.56 10.05 3.15 .92 .18 

515 8.3 93.24 6.14 .57 .05 — — — — 

24.2 81.76 15.87 2.07 .32 — — — — 

45.9 68.46 25.50 4.97 .90 .18 — — — 

68.6 56.20 32.38 9.18 1.89 .38 — — — 

89.1 46.31 36.27 13.24 3.35 .66 .18 — — 

113.8 36.89 37.26 18.31 5.85 1.42 .28 — — 

524 18.5 96.19 3.55 .24 .02 — — — — 

45.2 90.62 8.56 .71 .11 — — — — 

100. 80.33 17.03 2.19 .41 .04 — — — 

310. 40.47 37.11 16.35 4.67 1.12 .23 .06 — 

366. 32.30 37.68 20.56 7.18 1.90 .34 .03 .02 
a No values obtained for ds and d9. 

Table II. Flow 

Run No. Q, scc/min ADM do d1 

520a 8.25 1.5 56.6 26.4 
Plug Flow (1.7) (56.6) (32.2) 

13.4 0.9 70.0 22.1 
Plug Flow ( i . i ) (70.0) (24.7) 

5336 8.94 0.5 24.6 26.6 
Plug Flow (0.5) (24.6) (35.9) 

14.7 0.3 34.7 32.1 
Plug Flow (0.3) (34.7) (37.7) 

a Catalyst = 350 mg, 100-200 mesh, 11 mm id, L = 0.5 cm. 
6 Catalyst = 90 mg, 100-200 mesh, 11 mm id, L = 1.4 cm, dilution = 10.1. 
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ZAHNER Laboratory Flow Reactors 213 

The intrinsic kinetics were established in a glass batch reactor of 
about 330 cc volume. It was constructed from 55 mm od borosilicate 
tube and was 15 cm long with a flattened base which was 2.5 cm wide 
for dispersing the catalyst. The reactor had a glass stirrer along the long 
axis with two fans attached and a glass-encased piece of iron; the stirrer 
was operated magnetically. 

The catalyst used was Baker-Sinclair 0.6% Pt-alumina prepared by 
Englehard Industries. It was pretreated in flowing hydrogen for about 
1 hour at 300°C. The reaction mixture was prepared by passing the 
deuterium at 5 psig over neopentane at solid C 0 2 temperatures, charged 
to the reactor, and isolated. The mole ratio was about 120:1 at those 
conditions. 

A previous report concerning the deuterium exchange reaction with 
neopentane ( I ) showed that the whole exchange process could be dis
cussed and modeled as an hypothetical exchange with the tert-butyl ions 
which are the predominant peaks from the various deuterated neopen-
tanes. This procedure is followed here; the various amounts of dt (i = 
0, 1, 2, . . . , 9) , refer to the fraction of tert-butyl ions in the mass spec
trometer containing i atoms of deuterium. 

Three experiments performed in the batch reactor at 160 °C, which 
establish the intrinsic kinetics are presented in Table I. The data deviate 
from the theoretical binomial curves to the extent that the maximum 
amount of άλ is 37.5% vs. 38.8% for the binomial calculation. Data from 
all three runs fall on the same curves, indicating that the same relative 
intrinsic kinetics are common to all three experiments. When these ex
periments were performed, activity control was not established, and the 
specific activity varied from 0.7 to 2.0 (cc of gas)/gm of catalyst-sec) 
and varied appreciably during two of the runs. However, in contra
distinction to previous work ( 1 ) with supported palladium, the selectivity 

Experiments 

Deuteride Composition, Mole % 

d2 ί̂ 3 d s d§ di d* ^9 

10.4 4.5 1.5 .4 .1 — 

(9.0) (1-8) (0.4) — — — 

5.7 0.7 .5 — — — 

(4.4) (0.7) — — — — 

20.5 13.3 7.8 4.2 1.9 .8 .2 .1 
(25.0) (10.3) (3.3) (0.8) — — — — 

18.8 8.8 3.7 1.3 0.5 0.1 — — 

(19.4) (6.2) (2.7) (0.3) — — — — 
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214 CHEMICAL REACTION ENGINEERING 

did not change with activity in these experiments. In terms of the theory 
for the effects concerning surface catalytic rate to desorption rate compe
tition ( I ) , a value of 0.05 for β, the ratio of surface to desorption rate, 
would fit the data quite well . W e conclude that for the catalyst pre-
treated in hydrogen at 300°C for times on the order of an hour, the 
intrinsic kinetics at 160°C are almost binomial. 

The same materials were used in the flow experiments as i n the 
batch experiments for the intrinsic kinetics. Neopentane was introduced 
in the same manner. Two different reactors were used. One was a stand
ard sealing tube containing a 1-cm course frit, i d = 1.1 cm. Catalyst 
was placed directly on top of the frit. Another reactor was a section of 
1/4-inch glass tubing, i d = 0.40 cm. Catalyst was placed on top of about 
1/2 inch of glass wool; the glass wool was compacted by tapping with 
two glass rods, one from each end. The reactors were mounted vertically, 
and the reactant gases flowed from top down. The reaction temperature 
was ca. 160°C. 

The results of the flow experiments are summarized in the intro
ductory remarks. A l l deviations from the plug flow description (same as 
intrinsic kinetics) are predictable from axial diffusion considerations. 
In Table II some observed compositions where axial diffusion was a 
factor are compared with what the composition would be for plug flow 
at the same amount of unreacted do. Axial diffusion gives a less selective 
resultless main product, di and more secondary products, d2, d3, . . . , 
etc. In fact, one observes compounds that are not indicated by the 
intrinsic kinetics. Table II also gives the estimated values for A D M , the 
axial diffusion modulus; the A D M ' s in parenthesis are the values that 
must be assumed to calculate the observed product distribution. The 
agreement is excellent. 

The theory of axial diffusion is included in most texts with some 
differences in nomenclature. To relate our work with these texts we use 
the following mass balance: 

where χ = mole fraction, and y = fractional reactor length. 
One can make a conservative close approximation to the A D M by 

ignoring the Reynolds number: 

where 

Q/A is superficial velocity 

ε is void fraction 
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dp is the particle diameter 

D is the ordinary molecular diffusion coefficient 

(1) Dwyer, F. G., Eagleton, L. C., Wei, J., Zahner, J. C., Proc. Roy. Soc. A 
(1968) 302, 253-270. 

Gas Pressure Buildup Within a Porous Catalyst Particle 
Which is Wet by a Liquid Reactant 

J. J. SANGIOVANNI and A. S. KESTEN, United Aircraft Research Labora
tories, East Hartford, Conn. 06108 

Catalytic reactors which use porous catalyst particles to promote 
the exothermic decomposition of l iquid reactants to form gaseous prod
ucts can exhibit unusual startup characteristics. L i q u i d entering the 
reactor can surround and wet particles near the inlet of the bed and wick 
into the pores by capillary flow. Catalytic decomposition of this l iquid, 
or of the vapor in equilibrium with the l iquid, within the porous structure 
of the particles results in gaseous reaction products which are tempo
rarily trapped within the particles by the l iquid blocking the pores. 
L i q u i d penetration into the pores, which is accompanied by gas pressure 
buildup arising from reaction, continues until the gas pressure exceeds 
the capillary pressure. For particles with pores of radii of the order of 
a few hundred Angstroms, this capillary pressure can be as high as 1000 
psia for typical liquids. Pressure buildup continues as the depth of l iquid 
penetration decreases until the l iquid finally is expelled from the catalyst 
particle pores. L i q u i d penetration and subsequent expulsion would be 
evidenced in the interstitial (bulk fluid) phase of the reactor by a long 
induction period, during which decomposition products would not appear, 
followed by a sudden pressure excursion. 

A n analysis of the gas pressure buildup within a porous catalyst 
particle which is wet by l iquid reactant is presented i n detail i n R e t 1; 
the analysis considers the simultaneous processes of mass transfer, heat 
transfer, and chemical reaction within the particle. Integral equations 
are used to relate the temperature and species concentration profiles 
within the porous structure, and a computational scheme is presented 
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216 CHEMICAL REACTION ENGINEERING 

for solving these integral equations. This analysis has been used to com
pute concentration and temperature profiles, pressure buildup, and l iquid 
penetration depth as a function of time within a porous catalyst particle 
used to promote the decomposition of hydrazine by the exothermic 
reaction 

2 N 2 H 4 -> 2 N H 3 + N 2 + H 2 

The calculations pertain to a Shell 405 catalyst particle for which esti
mates have been made of the kinetics of the catalytic decomposition of 
hydrazine. The rate of heterogeneous chemical reaction can be approxi
mated by 

rA = 10l0
9Ae-2m/T 

where p A is the hydrazine concentration and Τ is the temperature. A n 
illustrative example is considered which is typical of conditions existing 
for the startup of a hydrazine catalytic reactor. The gas pressure buildup 
for this case is shown in Figure 1 for three radial positions within the cat
alyst particle. The corresponding l iquid hydrazine penetration depth is 
presented in Figure 2 for a range of pore radii since there is considerable 
uncertainty regarding the pore radius which is most typical for this analy
sis; whereas the average pore radius for the Shell 405 catalyst is less than 
100 A , the pores near the particle surface where capillary flow of l iquid 
reactant takes place would be expected to be considerably larger. In 

Figure 1. Gas pressure buildup within a por
ous catalyst particle 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

05



SANGiovANNi A N D KESTEN Porous Catalyst Particle 217 

Figure 2. Liquid hydrazine penetration depth into cata
lyst pores 

addition, most of the gas products w i l l probably escape from the largest 
accessible pores. The l iquid hydrazine residence time is obtained from 
Figure 2 as the period of time during which the l iquid occupies catalyst 
pores. 

Similar calculations were performed for l iquid hydrazine tempera
tures and initial catalyst particle temperatures between 495° and 580°R; 
all other parameters were fixed at the values used in computing the 
results shown in Figures 1 and 2. The l iquid hydrazine residence time 
is plotted in Figure 3 as a function of temperature for a number of pore 
radii. A marked change in l iquid hydrazine residence time is shown for 
only a modest change in the hydrazine temperature. This effect results 
primarily from the large variation in hydrazine vapor pressure over the 
temperature range 495°-580°R, which affects the rate of reaction directly 
by virtue of the hydrazine concentration. 

Computed l iquid pore residence times can be compared with ob
served induction periods between l iquid injection and gas pressure excur
sions in hydrazine catalytic reactors. In a series of startup tests conducted 
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Ο 

c i L i _ J L _ l I I I 
480 490 500 520 540 560 580 600 

LIQUID HYDRAZINE TEMPERATURE-deg R 

Figure 3. Liquid hydrazine residence time 
and comparison with measured induction 

period 

with a catalytic reactor which uses Shell 405 catalyst to promote the 
decomposition of l iquid hydrazine to form gaseous products for space
craft thrusters, the temperature of l iquid hydrazine surrounding the 
catalyst particles had a predominant effect on the initial startup transient; 
the other parameters exhibited a secondary influence by what appeared 
to be slight, temporary changes in the catalyst activity. In general, de
creasing the l iquid hydrazine temperature resulted in a pronounced 
increase in the time elapsed between the arrival of l iquid hydrazine in 
the reactor and the first indication of an increase in reactor gas pressure. 
This induction period exhibited the same trends as the computed l iquid 
hydrazine residence times, as shown in Figure 3. The nearly identical 
dependence of the induction period and the l iquid residence time on 
l iquid hydrazine temperature lends credence to the l iquid penetration 
model as an explanation for the unusually long ignition delays observed 
during startup of certain liquid-feed catalytic reactors. 

(1) Sangiovanni, J. J., Kesten, A. S., "Analysis of Gas Pressure Buildup within 
a Porous Catalyst Particle Which is wet by a Liquid Reactant," Chem. 
Eng. Sci., in press. 
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Carbon Deposition on Catalysts during Conversion of 
Oxygenated Organic Compounds 

IB DYBKJAER, Fa. Haldor Topsoe, 2950 Vedbaek, Denmark 

ANDERS B J O R K M A N , Instituttet for Kemiindustri, Technical University of 
Denmark, 2800 Lyngby, Denmark 

This study is aimed at a better understanding of the mechanism of 
carbon formation in a specific case by studying the rate of carbon forma
tion together with careful identification of simultaneously occurring inter
mediates and by-products. The reactants were ethanol and acetaldehyde, 
alone or mixed with steam. The catalysts were oxides with special empha
sis on mixtures which were able to produce acetone (commercially) by 
the following over-all reaction: 

2 C 2 H 5 O H + H 2 0 - * ( C H 3 ) 2 C O + C 0 2 + 4 H 2 

Acetaldehyde and acetic acid appear as intermediates, and a variety of 
by-products can be found in minor quantities. 

A n initial series of long range experiments ( 1 ) indicated a possible 
connection between carbon formation and the presence of certain by
products. The best catalyst for the reaction with respect to initial activity 
was Fecronz, a mixture of F e 2 0 3 , C r 2 0 3 and Z n O (1:1:3 by weight), but 
this catalyst was deactivated rapidly by carbon formation. The catalyst 
Cafecronz (Fecronz + 10% C a O ) had a lower initial activity, but after 
partial deactivation, its activity was fairly constant for a considerable 
time ( Figure 1 ). The rate of carbon formation was consistently high on 
Fecronz; on Cafecronz it was lower, and after the initial phase of deacti-

Actii/ety ο F 
EtOH- conversion 

A By - product 
Formation 

CQ Fecronz 

Time 

Figure 1. Activity vs. time and by-product formation for Fecronz and 
Cafecronz 
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220 CHEMICAL REACTION ENGINEERING 

vation, it stopped almost completely. Concerning the formation of by
products, remarkable differences were observed in the behavior of the 
two catalysts. W i t h Fecronz, the amount of higher boiling by-products 
was low during the initial phase, but as the activity was reduced, increas
ing amounts of mainly methyl η-propyl ketone and mesityl oxide were 
formed. W i t h Cafecronz the formation of by-products was most pro
nounced in the initial phase, and together with the above mentioned 
aliphatic compounds significant amounts of isophorone and aromatic 
by-products were formed, mainly m-cresol and 3,5-dimethylphenol. Dur
ing the constant-activity period, by-product formation was low. These 
observations are indicated qualitatively in Figure 1. 

These observations gave rise to the assumption that the course of 
carbon formation may have some connection with the by-product species, 
seemingly so that the formation of aromatic by-products inhibits the 
carbon formation and subsequent catalyst deactivation. 

In a later study (2) this possibility was studied in more detail. This 
study was to be a general approach, but acetone formation was the most 
rewarding aspect. The reaction was studied in a recycle reactor with a 
stainless steel loop and a glass reactor. The catalysts used were Fecronz, 
Cafecronz, and Fecronz-K (Fecronz + 1 % K 2 0 ) . Only the initial phases 
of deactivation were studied (duration of experiments 12 hours or less). 
The amount of carbon on the catalyst was measured as a function of 
time, and the reaction products and by-products were determined care
fully. Only the most important conclusions are given here. 

The kinetics of the carbon formation can be described by the well-
known equation: 

Wc=k θ η 

where Wc = amount of carbon and θ = time. The values of η were higher 
than those normally found (ca. 0.5) as shown in Table I. 
The high value of η indicates that the widely accepted mechanism of 
carbon formation—diffusion through a layer of previously formed carbon 
—may not be valid in this case. This is also indicated by the high value 
of the apparent activation energy on Fecronz and Fecronz-K. It was 

Table I. Values of k and η 

°c Const. Fecronz Fecronz-K Cafecronz 

450 k 0.20 0.042 0.10 
η 0.75 1.7 1.0 

480 k 0.35 0.072 0.10 
η 0.75 1.7 1.0 

Εa, kcal/mole 20 19 0 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

05



DYBKJAER AND BJORKMAN Carbon Deposition on Catalysts 221 

shown that the rate of carbon formation is directly related to the acetalde
hyde concentration. The apparent temperature independence of carbon 
formation on Cafecronz can be explained from the significantly reduced 
acetaldehyde concentration at the higher temperature. 

It was not possible to derive a conclusive quantitative relationship 
between the amount of high boiling by-products and various parameters. 
There are indications that the formation of these products is mainly a 
function of residence time when both acetaldehyde and acetone are 
present. 

Based on the amount of acetone formed, the amounts of both high 
boiling by-products and carbon are highest on the base-containing cata
lyst during the initial period (up to 12 hrs). Further, the rate of carbon 
formation was highest from acetaldehyde alone or from acetone alone 
and lowest when both compounds were present. O n the other hand, 
aromatic by-products were formed only when both acetaldehyde and 
acetone were present in the reaction mixture. 

CHZ-CHCH = CH, CH*™> C H 3 C 0 C H 3 

buladiene +AcH ^Me^CO +AcH +MezC0 

Figure 2. By-product formation from acetaldehyde and acetone 

These observations might be explained by the simplified reaction 
paths shown in Figure 2. A t the left, the mechanism of carbon formation 
by condensation of acetaldehyde is shown. A t the right, a similar series 
of reactions shows the formation of carbon from acetone. In this reaction 
path mesityl oxide and isophorone are formed as intermediates. 

The mechanism of the formation of m-cresol and 3,5-dimethylphenol 
is shown in the middle of the figure. These compounds are derived from 
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222 CHEMICAL REACTION ENGINEERING 

mixed condensations between acetaldehyde and acetone with subsequent 
ring formation and aromatization. 

The experimental results indicate that the behavior of the three 
catalysts with respect to formation of carbon and by-products may be 
explained by assuming that they all catalyze condensation reactions but 
that the addition of basic compounds to Fecronz promotes condensation 
reactions and especially the formation of isophorone and aromatic com
pounds. In the initial phase all reactions take place, but after some time, 
the direct condensation to carbon on the base-containing catalysts is 
inhibited, and the activity remains constant with formation of predomi
nantly aromatic by-products. 

Formation of acetonyl acetone and phenol was observed. Acetonyl 
acetone is probably the source of phenol—e.g., via a five-carbon ring as 
an intermediate. Other identified compounds were ethyl acetate, acetal
dehyde diethylacetal, and ethyl vinyl ether; they should be of little or no 
interest with regard to carbon formation. 

The results of this investigation may be rather uncertain. Some 
aspects of the discussion and conclusions are only tentative. Further 
work w i l l be needed to relate the different results, but it seems likely 
that one might arrive at a fairly thorough understanding of catalyst 
deactivation. 

(1) Björkman, Α., unpublished work. 
(2) Dybkjaer, I., Licentiat thesis, The Technical University of Denmark, 1969. 
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6 
Two-Phase and Slurry Reactors 

GIANNI ASTARITA 

Istituto di Principi di Ingegneria Chimica, Università di Napoli, Naples, Italy 

The rational analysis of two-phase and slurry reactors is 
based on an understanding of both the interaction of mass 
transfer and chemical kinetics on a microscopic scale, and 
the influence of two-phase fluid mechanics on the over-all 
performance. Knowledge of both aspects has been increas
ing rapidly in recent years, and even difficult problems such 
as the prediction of selectivity for complex reaction schemes 
have been approached successfully. Superposition of re
search work in apparently unrelated fields is decreasing as 
the general theory is understood better. The most interest
ing and promising field of application of the body of re
search results available in the field is the area of biological 
processes, where two-phase reactions occur often. 

'he analysis of the performance, and ultimately the rational design, 
of two-phase and slurry reactors is a challenging task for the chemical 

engineer. F l u i d mechanics, transport phenomena, and chemical kinetics 
interact on both a microscopic and a macroscopic scale in such reactors, 
making a rigorous analysis of even the simplest two-phase reactor an 
almost hopeless task. Fortunately, simplifications are often possible, and 
modeling of multiphase reactors suggests satisfactory procedures for their 
rational design. 

The analysis of chemical reactors—homogeneous or multiphase— 
requires an understanding of the phenomena involved in both the local 
(or differential) and the over-all (or integral) situation. When dealing 
with integral reactor problems, some simple model for the local condi
tions is assumed, and attention is focused on the integration of the 
pertinent rate equations over the reactor volume. Procedures for model
ing the local situation have been discussed in a recent review ( 1 ) ; pro
cedures for attacking the integral reactor design problem, based on such 
modeling of the local conditions, have been discussed in a recent series 
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224 CHEMICAL REACTION ENGINEERING 

of papers by Russell and co-workers (2, 3, 4, 5, 6, 7). Russell gives (8) 
an analysis of the product distribution obtainable in integral two-phase 
reactors. 

The major difficulty encountered in analyzing integral two-phase 
reactors is connected with the unsatisfactory state of the art as far as 
fluid mechanics of two-phase systems is concerned. In the work quoted 
above (2, 3, 4, 5, 6, 7), Russell reviews the abundant literature on gas-
l iquid flow and analyzes the applicability of published results to the 
design of two-phase reactors. Knowledge on l iquid- l iquid systems is 
much more limited; some indication on the fluid mechanics involved, 
which is relevant to the design of l iquid- l iquid reactors, is given by 
Wijffels and Rietema (9). The work of Corrigan and Mil ler (10), and 
the paper by Nelson (11 ) discuss the design of staged two-phase reactors, 
while general procedures for cocurrent and countercurrent packed column 
continuous reactors are discussed by Astarita (12). 

This review is concerned mainly with the other aspects of the prob
lem—i.e., understanding the local conditions and the microscopic inter
action of transport phenomena and chemical reaction. Since available 
reviews (1, 12) are about four years old, this paper covers the literature 
from 1966 on. Although an effort has been made to cover all the per
tinent chemical engineering literature, the survey does not claim to be 
complete. 

Local Kate Equations 

In multiphase reactors, the chemical reactions involved take place 
mainly in only one of the phases, though this is not generally true (13). 
The rate equations for the reactive phase are formulations of the energy 
balance and of the component mass balances which take into account 
the generation arising from the chemical reaction. The differential rate 
equations, i n a general form, are: 
Energy balance: 

d T AH r(c)p-&E/RT 

(αν - ν) vT = °± + ^Lim (1) 
dt gcp 

C o m p o n e n t ' T mass balance: 

0>,v - y)Vd = § + v ^ / w (2) 
at 

The symbols are defined in the Nomenclature section. 
Of course, Equations 1 and 2 also govern the local behavior of homo

geneous reactors. The additional complication which arises for multi
phase reactors lies in the fact that through boundary conditions stating 
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6. ASTARiTA Two-Phase and Slurry Reactors 225 

the assumption that physical equilibrium prevails at the interface between 
any two phases, Equations 1 and 2 are coupled with the rate equations 
for the nonreactive phases. 

Integration of Equations 1 and 2 requires, in principle, a detailed 
knowledge of the fluid mechanics involved because of the appearance of 
the convective terms v V T and v V c i ? where ν is the instantaneous local 
velocity vector. Such a detailed knowledge of the fluid mechanics of 
two-phase systems is almost never available, and some modeling of the 
fluid mechanics involved is thus required to handle the problem. F l u i d 
mechanics modeling is discussed next. 

In two-phase and slurry reactors the reactive phase is often subjected 
to vigorous mixing. Consequently, concentration and temperature tend 
to be uniform, except in a comparatively thin region near the interface 
with the nonreactive phase. When the chemical reactions involved are 
sufficiently slow, they occur mainly in the bulk of the reactive phase and 
therefore do not interfere microscopically with the transport phenomena: 
the reaction term can then be dropped altogether from Equations 1 and 
2, though of course one needs to take into account the reactions when 
writing the boundary conditions and the integral balance equations. 
Under these conditions, the over-all process can be analyzed in terms of 
classical results from transport phenomena theory and chemical kinetics. 
This is the situation encountered in the so-called "slow reaction regime" 
(1,12); one may encounter systems where the reaction rate is controlling 
(the kinetic sub-regime) and systems where the rate of heat or mass 
transfer is controlling (the diffusional sub-regime). 

A more complicated situation arises when the reaction rate is suffi
ciently large so that the reaction takes place appreciably even in the 
interface region, altering the concentration and/or temperature profiles 
which govern the rate of transfer of heat and/or mass. Under these 
conditions, the interaction occurs on a microscopic scale, and the two 
individual phenomena—viz., reaction and transport—must be analyzed 
simultaneously on the basis of Equations 1 and 2. The typical approach 
is to solve these equations for some appropriate model of the process 
considered and to compare the solution with that of either the classical 
transport equations or the classical homogeneous reactor equations written 
for the same model. The differences observed are a measure of the theo
retically predicted influence of reaction on transport rate or of transport 
on reaction rate and can be compared with experimental results to assess 
the validity of the model used. 

Simultaneous solution of the coupled heat and mass transfer equa
tions is seldom possible. Fortunately, the isothermal approximation is 
often justified; this corresponds to assuming that the right side of Equa
tion 1 is small enough to yield a small value of the temperature gradient 
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226 CHEMICAL REACTION ENGINEERING 

in the interface region. Under these conditions, the temperature does not 
appear as a variable in Equation 2, which can be solved independently. 
Most of the research work discussed below is concerned with the iso
thermal case; corrections for heat effects, which were first considered by 
Danckwerts (14), have been discussed recently by Carberry (15), Clegg 
and Mann (16), and Danckwerts (17). 

Modeling of the Fluid Mechanics 

When dealing with the term v V c * in Equation 2, some simple model 
for the fluid mechanics in the region of interference of reaction and 
transport is required. Fortunately, the concentration gradient V c i is ap
proximately orthogonal to the interface, while the velocity vector is 
approximately parallel to the interface; therefore, the scalar product of 
the two vectors is small, and under some conditions the term v V c * can 
be dropped from the rate equations, thus resulting i n a major simpli
fication. 

In the well-known film theory and penetration theory models, as 
well as in numerous derived models, it is assumed that the velocity is 
parallel to the interface and also that it is constant throughout the thin 
layer near the interface over which the concentration is not uni
form—i.e., where V c * is different from zero. This is a justified assumption 
whenever the reactive phase is much more viscous than the adjoining 
phase, so that the velocity gradient near the interface can be neglected. 
By a proper choice of the coordinate system, the constant velocity ν can 
be reduced to zero, and the term v V c i drops out of the rate equations. 

A more complicated situation arises when the viscosity of the reac
tive phase is of the same order of magnitude or smaller than the viscosity 
of the adjoining phase, as well as in any other situation where the velocity 
gradient is not negligible near the interface. The theory of simultaneous 
mass transfer and chemical reaction in a boundary layer (12, 18) is de
veloped for such problems: the concentration gradient has a non-zero 
component parallel to the interface, and therefore even if the velocity is 
parallel to the interface, the term v V c * cannot be dropped. The article 
by Sedriks and Kenney (13), which analyzes a trickle bed reactor where 
the packing is the catalyst, deals with a problem of this type. M u c h 
research work has recently been done (19-27) on the problem of simul
taneous mass transfer and chemical reaction in the boundary layer sur
rounding a solid or a fluid sphere. 

The case where the velocity vector has a non-zero component normal 
to the interface has been analyzed recently by Szekely (28). This prob
lem arises when the mass transfer rates are so large that the bulk flow 
normal to the interface cannot be neglected. 
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6. ASTARiTA Two-Phase and Slurry Reactors 227 

A major problem arises when turbulence is significant in the region 
where the rate equations need to be integrated. In fact, in the term 
v V c i the instantaneous values of both ν and V C J are to be understood; 
therefore, even if the scalar product of the average values is zero, the 
average value of the scalar product may not be zero. Simple models of 
turbulence have been used to analyze problems of this type ( 29-33 ). 

Apart from the special problems discussed above, most research on 
simultaneous mass transfer and chemical reaction is based on the film 
and penetration theory models. Although for these models the term 
v V c i does not appear explicitly in the rate equations, modeling of the 
fluid mechanics is still required. For the film theory approach, the thick
ness of the film appears as an independent parameter; for the penetration 
theory, both the average life of surface elements and the distribution of 
life spans appear as parameters. Of course, different models yield differ
ent results; how important these differences are as far as the predictive 
ability of the models is concerned is still a debated point (34, 35). 

The simplest case, as far as modeling of the fluid mechanics is in
volved, is the one where the reactive phase is a solid; in that case ν = 0, 
and there are no adjustable parameters to be considered. Several papers 
concerning the analysis of gas-solid noncatalytic reacting systems have 
been published (31-42). 

The remainder of this review discusses three subjects within the 
general field of simultaneous mass transfer and chemical reaction which 
seem to be the most interesting and promising. These are: the analysis 
of specific reacting systems of direct pragmatic interest; the measure
ment of interface areas in two-phase fluid-fluid systems by the so-called 
chemical method; and, possibly most interesting of all , the analysis 
of selectivity in two-phase and slurry reactors. Most of the recently 
published literature in the field is concerned with one or more of 
these subjects, though some theoretical research on more traditional 
problems in the field has also been carried out (43-54). 

Recently Studied Reacting Systems 

The rate equation for mass transfer with chemical reaction, Equa
tion 2, is really a set of equations, one for each of the components con
sidered; furthermore, the term r (c ) is essentially nonlinear and in general 
couples together all the equations of the set. Consequently, although 
the general philosophy of approach to problems of simultaneous mass 
transfer and chemical reaction is well understood, the theory needs to 
be reformulated in a different way for every special reacting system one 
wishes to consider, each one of which gives rise to a different form for 
the r (c ) function (i.e., is characterized by its own kinetic mechanism). 
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228 CHEMICAL REACTION ENGINEERING 

Indeed, it is a general feature of chemical kinetics that every reacting 
system must be studied separately, although general rules of qualitative 
character can be formulated. 

Table I gives a summary of some of the reacting systems which have 
been studied recently in some detail and with some effort at a scientific 
approach. Carbon dioxide absorption in monoethanolamine and dietha-
nolamine solutions has been the subject of numerous investigations (55-
62), and owing to the large amount of available information, some 
subtle problems have been analyzed. In particular, interfacial turbulence, 
possibly initiated by the mass transfer phenomenon itself, may be respon
sible for some discrepancies among experimental results and theoretical 
predictions (56), although a recent series of papers by Thomas (60, 61, 
62) disputes this conclusion. 

Table I. Two-Phase Reacting Systems Investigated in Recent Years 

System Reference 

C 0 2 absorption in ethanolamines 55-63 
C S 2 absorption in monoethanolamine 64 
C l 2 absorption in water 26,65 
Sodium dithionite oxidation 66 
H 2 S absorption in alkaline solutions 67 
Cuprous chloride oxidation 4&> 68 
Isobutylene hydration 69, 79 
Hydrolysis of esters 71 
Polycondensation 72 
C 0 2 absorption in N a 2 S 0 4 73 
Oxidation of cumene 74 
Hydrogénation of crotonaldehyde 13 
Homogeneously catalyzed gas-liquid 75, 76 

reactions 
Gas-solid reactions 37-42 
Liquid- l iquid systems 77 

Some reacting systems present an interesting challenge to the de
signer; in fact, the requirements of a large reacting capacity and of a 
fast reaction rate often conflict. The typical example is the absorption 
of carbon dioxide in hydroxide and in ethanolamine solutions. As long 
as the carbonation ratio—i.e., moles of C 0 2 absorbed per mole of l iquid-
phase reactant—is kept low, the reaction rate is very fast, the reaction 
product being the carbonate for hydroxide solutions and the carbamate 
for amine solutions: 

C 0 2 + 2 M O H -> M 2 C 0 3 + H 2 0 

C 0 2 + 2 R N H R N C O O H 2 N R 
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6. ASTARiTA Two-Phase and Slurry Reactors 229 

Unfortunately, the stoichiometry of the reactions involved does not allow 
a carbonation ratio higher than 0.5. When this limit is reached, reversal 
to the bicarbonate form sets in (12): 

C 0 2 + M 2 C 0 3 + H 2 0 -» 2 M H C 0 3 

C 0 2 + R N C O O H 2 N R + 2H 2 0 2 R N H 2 H C 0 3 

Unfortunately, the rate of bicarbonate formation is generally very slow. 
It can be enhanced by catalyzing homogeneously the direct attack of 
carbon dioxide on water: 

C 0 2 + H 2 0 -> HCO3- + H+ 

which proceeds parallel to the attack of carbon dioxide on hydroxyl ions. 
Studies of systems of this type have been published by Danckwerts and 
M c N e i l (75) and by Pohorecki (76). 

Absorption of hydrogen sulfide in several aqueous alkaline solutions 
has been studied systematically (61), thus laying the groundwork for 
work on selectivity during simultaneous absorption of two gases to be 
discussed later. Hydrogen sulfide undergoes extremely fast proton trans
fer reactions in alkaline solutions. These reactions are often reversible, 
and this creates an interesting problem of mass transfer accompanied by 
reversible infinitely fast reaction; the rate of reaction r is no longer an 
explicit function of the concentration vector c but depends on the rate 
by which diffusion brings the reactants together. The theory for this 
case, which was discussed for the hydrogen sulfide system by Gioia and 
Astarita (67), was formulated later in more general terms by Danckwerts 
(78) and by Ulanowicz and Frazier (54). 

A very interesting system has been considered by Hoftyzer and 
Kreveler (72)—viz., polycondensation reactions. In the late stages of 
the reaction the rate is controlled by the desorption of the volatile prod
uct, and thus a theory for desorption accompanied by chemical reaction 
is required. Such a theory is, of course, also useful in analyzing the 
regeneration stage of a chemical absorption unit. 

The work of Beek, Marrucci, and Davis on the sulfidation of alkali 
cellulose (37) and the work of Sedriks and Kenney on hydrogénation of 
crotonaldehyde (13) are also particularly interesting because special 
effects are important; heat transfer in the sulfidation of alkali cellulose 
and the parallel gas-phase reaction on non-wetted parts of the catalyst 
in the hydrogénation of crotonaldehyde. 

Chemical Method for Determining Interface Area 

The measurement of interfacial area in fluid-fluid systems presents 
great difficulties, and al l available methods are applicable only in a l im-
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230 CHEMICAL REACTION ENGINEERING 

ited range of conditions, often giving doubtful results. The chemical 
method, which is based on measurements of reaction rates, has been 
used widely in recent research on fluid-fluid systems. 

The principle on which the method is based can easily be illustrated 
on the basis of the penetration theory or the film theory model. It can 
be shown ( I , 12) that, whenever some characteristic time scale of flow 
is much larger than the time scale of the chemical reaction, Equation 2 
reduces to: 

( 3 ) 

with boundary conditions of the following type: at interface, 

ci = ο»0 for volatile components (4) 

- ~ = 0 for nonvolatile components (5) 

where Ci = C e q , 

dc 
-y1 = 0 for all components (6) 
ax 

The solution of Equations 3-6 is clearly independent of the fluid 
mechanics involved, which influence neither the differential equation 
nor the boundary conditions. Apart from the actual analytical solution, 
it may be stated directly that the total transfer rate, which at steady 
state equals the total reaction rate, w i l l be given by an equation of the 
following form: 

φ = - DA ^/interface = AF (7) 

where A is the total interface area, and F is a parameter which does not 
depend on the fluid mechanics involved. Hence, it is possible to deter
mine A from the transfer rate φι. F can be obtained by calibration ex
periments with the same system under conditions where A is known, such 
as in a laminar jet or a wetted wall column. 

This general idea has been used in various situations, and interesting 
results have been obtained. Table II gives a summary of fluid-fluid 
systems which have been investigated recently by this technique. 

For gas-liquid systems, the reacting system which has been used 
more frequently is the oxidation of sodium sulfite, catalyzed by cobalt 
or manganese ions present in the l iquid phase. This system presents a 
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6. ASTARiTA Two-Phase and Slurry Reactors 231 

Table II. Systems For Which the Interface Area Has Been 
Determined by the Chemical Method 

System Reference 

Plate columns 81, 82 
Packed columns 83, 84 
Sieve trays 85, 86 
Sparged stirred tanks 87, 88 
Cocurrent two-phase flow 89, 90, 91 
Liquid- l iquid systems 92, 93 

complex kinetic mechanism (79), with the order of the reaction with 
respect to oxygen ranging from zero to 2. 

The paper by Van den Berg (80) is an interesting example of 
application of the method to a complex system—i.e., a three-phase 
stirred tank reactor. Once the interface area has been determined, 
mass transfer coefficients can be calculated from measured over-all trans
fer rates. In this way Van den Berg obtains an interesting correlation 
of the transfer coefficients based on KolmogorofFs theory of isotropic 
turbulence. 

The chemical method for measuring interface areas meets with some 
major difficulties. The first is that the effective interfacial area for mass 
transfer may not coincide with the geometrical one, and the chemical 
method may actually be measuring neither (57, 79). In particular, the 
chemical method tends to give equal weight to quasi-stagnant regions 
and to continuously renewed ones while the former are much less 
effective than the latter in most processes. 

The second difficulty is more important. The ease by which the 
coalescence phenomena occur is strongly influenced by the presence of 
even minor amounts of solutes (94, 95), which are always present when 
the chemical method is used (the reactants themselves). Therefore, the 
interface area in any given system may be quite different when the 
chemical method is used from what it is under other conditions. In par
ticular, in the case of sparged reactors the average bubble size when 
reactants are added to the l iquid phase may drop by an order of mag
nitude; hence, the chemical method can grossly overestimate the 
interface area which would be obtained in the absence of the reaction. 
Despite this, the chemical method has interesting possibilities, and in 
some cases it is the only available method for determining interface areas. 

Selectivity 

The analysis of complex reaction mechanisms for which problems 
of selectivity need to be considered has been extended only recently to 
include multiphase systems. This is an important and diversified field 
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232 CHEMICAL REACTION ENGINEERING 

where both theoretical and experimental work is badly needed and where 
the groundwork is just being laid. Research in this field can be of major 
pragmatic importance by offering a new tool to control selectivity in 
industrial operations, beyond the traditional ones of temperature and 
mixing conditions. 

Problems involving selectivity are in a sense unique among engi
neering problems because an incomplete understanding cannot be ob
viated by increasing the cost of operation but must be paid for in terms 
of a technically poor performance. If the conversion obtainable from a 
given reactor cannot be predicted accurately, a somewhat oversized 
reactor w i l l solve the problem, but if the residence time for maximum 
selectivity is not predicted accurately, both a low and a high prediction 
w i l l result in an actually lower selectivity and thus in a technically poor 
result. 

Selectivity is influenced strongly by mass transfer when one or more 
of the reactants and/or products can be transferred to or from a non-
reactive phase. As a limit, were it possible to withdraw the desired prod
uct from the reactive phase as soon as it is formed, the selectivity for a 
consecutive reaction scheme would reach 100%. The rate of transfer 
itself is influenced by the chemical reactions, so that very complex situa
tions may be encountered. 

The pioneer work in this area has been done by Van de Vusse (96, 
97, 98), who has given a thorough analysis of the consecutive reaction 
scheme: 

A + Β —> C 

A + C ^ D 

where C is the desired product. In his first paper (96), Van de Vusse 
analyzes the case where A is transferred from a nonreactive phase, and 
both reactions are first order; the film theory model is used, and experi
mental results on chlorination of p-cresol are given. The predicted and 
the observed selectivity are lower than would be obtained in the homo
geneous case—i.e., diffusion has a negative effect. In contrast with the 
homogeneous case, when there is diffusion control, the selectivity may 
not approach unity when the conversion approaches zero. 

In his second paper (97) Van de Vusse extends the analysis to the 
case where the reactions are not both first order, with similar results. His 
third paper (98) attacks the problem where the desired product can be 
transferred from the reactive phase, and for this problem the mass trans
fer causes an increase of selectivity over the homogeneous case, and 
100% selectivity can be obtained if the mass transfer is infinitely fast. 
Different modes of operation—i.e., cocurrent and countercurrent plug 
flow of both phases as well as possible combinations of plug flow and 
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6. ASTARiTA Two-Phase and Slurry Reactors 233 

perfectly mixed flow—are analyzed in detail. The same problem has been 
analyzed also by Bridgwater (99). 

Szekely and Bridgwater (100) analyzed the influence on predicted 
selectivity of different models of the fluid mechanics involved, such as 
the film theory and the penetrating theory. In contrast with the situation 
encountered in predicting transfer rates, where the model assumed is 
largely immaterial, predicted selectivities may change by as much as 
20% from one model to another. Physically, this implies that details of 
the fluid mechanics involved may have a major influence on the selec
tivity obtainable in two-phase reactors. 

Bridgwater and Carberry ( 101 ) have discussed the selectivity for a 
parallel reaction mechanism in two-phase reactors. If the two reactions 
are of different order, mass transfer may alter the selectivity with respect 
to that possible in a homogeneous reactor. 

Russell discussed product distribution obtainable in gas-liquid in
tegral reactors (8); no great differences are reported for the homogeneous 
reactor case. Corrigan and Mil ler (10) have analyzed the performance 
of a staged reactor with reflux for a consecutive reaction scheme. If the 
volatilities of al l components are equal, the staged reactor behaves as 
a plug-flow reactor. If the volatilities are quite different, al l the reactants 
are present simultaneously only on the feed stage, and the staged re
actor performs as a stirred-tank reactor. It is interesting that for inter
mediate volatilities the staged reactor may, in terms of selectivity, 
outperform both the plug-flow and the stirred-tank reactor. 

A somewhat different problem of selectivity has been analyzed by 
Gioia (102-105)—the simultaneous absorption of hydrogen sulfide and 
carbon dioxide. Selectivity for hydrogen sulfide is often a desirable 
feature; here selectivity is defined as: 

g _ 0H2s/<ftcp2 

0°H2S/Φ°σο2 

where the <£°s are absorption rates possible in the absence of chemical 
reaction. The chemical reaction always causes S values to be larger than 
1, and for some systems extremely large values are obtained; in fact, 
under some conditions practically no carbon dioxide is absorbed. Experi
mental results are in good agreement with theoretical predictions. 

Conclusions 

Research on heterogeneous reacting systems has reached a stage of 
development where essentially any pragmatically interesting problem of 
coupling between transport phenomena and chemical reaction can be 
attacked with reasonable confidence in obtaining a significant solution. 
As in most problems in chemical engineering, the major difficulty is en-
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234 C H E M I C A L REACTION ENGINEERING 

countered in handling the fluid mechanics involved, and future major 
breakthroughs w i l l probably be related to an improved understanding of 
the fluid dynamics of heterogeneous systems. 

Coupling of mass transfer and chemical reactions is a feature of many 
biological processes taking place in living systems. It seems therefore 
that the scientific background accumulated by chemical engineers in this 
field could be applied usefully to a rational analysis of some interesting 
biological problems. 

Such interdisciplinary research work is often hindered by a lack of 
communication among scientists working in seemingly unrelated fields, 
a problem whose solution is unfortunately not simply a technical one. 
Scientists should make a consistent effort to find an efficient way to 
eliminate this communication gap. 

Nomenclature 
A total interface area, c m 2 

Ci concentration of component i, gram mole/cm 3 

Ci° value of c { at interface, gram mole/cm 3 

c e q equilibrium concentration, gram mole/cm 3 

c concentration vector, ( c i , . . . cn), gram mole/cm 3 

cp specific heat, cal/gram, °K 
Di diffusivity of component i, cm2/sec 
AE activation energy, cal/gram mole 
AH heat of reaction, cal/gram mole 
r rate of reaction, gram mole/cm 3, sec 
R gas constant, cal/gram mole, °K 
t time, sec 
Τ temperature, °K 
ν velocity vector, cm/sec 
a heat diffusivity, cm2/sec 
vi stoichiometric coefficient, dimensionless 
Ρ density, grams/cm 3 

φ mass flux, gram mole/sec 
V gradient operator, cm" 1 
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Contributed Papers 

Countercurrent Equilibrium Stage Separation with Reaction 

P A U L A. N E L S O N , Shell Development Co., Emeryville, Calif. 

It has been shown ( I ) that the classical methods of solving equilib
rium stage problems—viz., Thiele-Geddes, Lewis-Matheson, etc.—are not 
sufficiently powerful to solve al l problems of this type. The relationships 
which describe such a problem may be viewed as a high dimensional set 
of nonlinear algebraic equations. Tierney and his collaborators (2, 3) 
have applied a standard mathematical tool, the Newton-Raphson method, 
to formulate a powerful algorithm for solving a wider class of problems 
than had been possible with any single technique. In a study of the use 
of equilibrium stage devices as reactors, the author found that this prob
lem had not been treated in general. Extensions of the classical algorithms 
to include a nonlinear reaction rate expression were found not to con
verge. The simplest reliable technique has proved to be a non-trivial ex
tension of the work of Tierney et al. 

In formulating the problem we restrict our consideration to counter-
current flow between equilibrium stages and use the terminology of dis
tillation, remembering that the extension to more general staged systems 
is readily made. It is assumed that each stage is a perfectly mixed reactor. 
Also the vapor leaving each stage is in physical equilibrium with the l iquid 
leaving that stage. It can be shown (2) that the material balance equa
tions for component ; can be written 

s<i> « £ < / > x o ) + t<i) + ro-> = o (1) 

[As a notation convention, italic capital letters symbolize matrices, and 
bold lower case letters indicate column vectors.] Equation 1 differs from 
Equation 6 of Ref. 2 only in the inclusion of the column vector r ( i ) repre
senting the rate of creation of component / by reaction, which in general 
has nonlinear dependence on the composition vector x ( i ) . When the sys
tem is thermodynamically nonideal, the flow matrix Z ( j ) = L + VKCi) also 
depends on x ( y ) since Kij}, the diagonal matrix of vapor- l iquid equilibrium 
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238 CHEMICAL REACTION ENGINEERING 

coefficients, is composition dependent. L and V are flow connection 
matrices defined in Ref. 2. 

The vectors t and v, describing the stage temperatures and vapor 
flow rates, must be chosen such that when Equation 1 is solved for each 
component /, the sum of mole fractions in each phase on each tray is unity, 
and the energy flow is in balance. These two criteria are formulated 
respectively as: 

M 

Am = Σ (/ - Α ™ ) Χ ( Λ = 0 (2) 
7=1 

de s Lh + Vg + q = 0 (3) 

where / represents an identity matrix of appropriate dimension, h and g 
are vectors representing the enthalpy of the l iquid and vapor streams 
leaving each stage, and q represents the feed stream enthalpies. 

W e begin by generating an iterative solution to Equation 1. W e 
assume that at any stage of the calculation we have estimated values for 
al l of the composition vectors. For some t and ν we wish to calculate 
improved values, x'ij\ A suitable method is to use a Newton-Raphson 
algorithm based on Equation 1: 

Χ " Λ = Χ < Λ " [IS] s < ^ ' = i ' 2 ' • • • • ' m w 

This equation is only approximate in the sense that the various compo
nents / have been decoupled by neglecting al l terms of the form d x ( f c ) 

where k ^ /. Equation 4 can be written # rO") 

Γ dKifi d r ( ? ) Ί 
V χ(ί)χ(Λ -μ σ Γ χΟ") _ f ω - r(?"> 

L dx<» Χ Χ ^ dx<» J 

The corresponding values of d ' w and d'e are readily calculated from the 
definitions in Equations 2 and 3. Now we go back and ask how we should 
have chosen t and ν in such a way that the compositions x ' C ; ) would cause 
Equations 2 and 3 to be satisfied. W e can construct a Newton-Raphson 
method based on these latter equations. In partitioned matrix form, the 
method gives: 
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M A\ 

W new old 

dd'm dd'm 

dv at 

dd'e ad'e 
dv at 

ί Λ'Λ 
(6) 

To use Equation 6 we must develop expressions for the elements of the 
matrix of partial derivatives. W e begin by differentiating Equation 5 
with respect to t and v. This yields 

at -[ Δ + ax<» ^ dx x<»J 

/ a t ^ dt ^ jk ax'<*> at J K U 

dx 
av 

'(j> Γ ^(J) 
— = — Z ( ? ) 4- F — — x(?) + 

ar^l 1 

ax<»J 

L av x + έί ax'<*> av J w 

The submatrices of the Jacobian matrix in Equation 6 are then given by 

° a m
 = V (/ _ i r o n _ 

av p i y } av 

ad^ 
at 

ad'e 

av 

Μ r ,,. ax"* a i ^ , 
; at at 

ax'<" , „ 
—ί h Δ 

av 

(9) 

(10) 

( H ) 

^ - Σ [(LÈ<* + VK<»Ô<») ^ + Vô* ^ Χ - ] (12) 

+ L r ( K „ + I T , 

In these equations f/ ( j ) and G ( j ) are diagonal matrices of partial molar en
thalpy, r ( l i q ) and r ( v a p ) are diagonal matrices representing total stream 
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heat capacities, and the matrix H is defined as: 

/ A i -

h 2 -

Qi Qi — h 

9i hi - g2 gz -

\ 

h z - h 2 h 2 — gz · 

gn ~~ h n - i 

h n - i h n - i — g j 

(13) 

In an obvious simplification of notation, Equation 6 may be rewritten 

A w = - J-*d (14) 

Experience has shown that when Equation 14 is used, computational 
instabilities may arise which make it impossible to converge to a solution. 
A modification of the algorithm embodied in Equation 14 known as the 
method of "damped least squares" has proven to be quite stable and 
reliable. This is achieved by replacing Equation 14 by 

A w = - (JTJ + <xI)-'JTd (15) 

where a is called the "damping factor" (4). When a == 0, Equation 15 
reduces to Equation 14. As a is increased, the step size A w decreases, and 
for suitably large a convergence can be achieved. 

(1) Friday, J. R., Smith, B. D., A.I.Ch.E. J. (1964) 10, 698. 
(2) Tierney, J. W., Bruno, J. Α., A.I.Ch.E. J. (1967) 13, 556. 
(3) Tierney, J. W., Yanosik, J. L., A.I.Ch.E. J. (1969) 15, 897. 
(4) Feder, D. P., Appl. Optics (1963) 2, 1209. 

Physical Aspects of a Three-Phase System in a Stirred 
Tank Reactor 

H. J. VAN DEN BERG, Unilever Research, Vlaardingen, The Netherlands 

The principal physical aspects involved in a stirred tank reactor in 
which particles are suspended and gas is blown through are: 
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V A N D E N BERG A Three-Phase System 241 

( a ) Mass transfer across the gas-l iquid interface, determined by the 
gas-liquid interfacial area and the mass transfer coefficient, 

(b) Mass transfer between l iquid and suspended particles. 
( c ) Power consumption and gas holdup. 
The results of interfacial area measurements and those of mass trans

fer experiments with suspended particles are reported. 

Methods 

The gas-l iquid interfacial area was measured using the oxidation of 
sodium sulfite solutions. The theoretical background of this method and 
the study of the mechanism and kinetics of the reaction have been the 
subject of several publications ( I , 2, 3) . W e used the recent results of 
Reith, who employed C0SO4 as a catalyst, and showed that the reaction 
is second order in oxygen and zero order in sulfite for sulfite concentra
tions higher than 0.4 kmole/m 3 . Mass transfer between l iquid and sus
pended particles was determined by the ion-exchange bead method used 
by Calderbank and Jones (4) and Harriott (5). 

Experimental 

The experiments were done in a Perspex vessel ( diameter, 28.8 cm ) 
provided with four vertical baffles (width, 2.88 cm) and a six-blade 
turbine stirrer. In all experiments the l iquid filling height was equal to 
the vessel diameter, and the stirrer was placed at half the l iquid filling 
height. The temperature in the vessel was controlled via an external 
cooling circuit, a conductivity cell being taken up in this circuit just 
below the vessel for mass transfer experiments. The vessel was further 
provided with p H electrodes, thermometers, and sampling valves. Speeds 
from zero to 15 rps could be reached with a hydraulic variator stirrer. 
Between the variator and the stirrer, a torque meter ( Dr . Staiger, Mohilo 
and Co. ) was taken up in the stirrer axis. The gas supply was metered 
with rotameters, the gas being saturated with water before being passed 
through the vessel. For interfacial area measurements the whole vessel 
was kept under slight pressure to force a continuous sample flow of outlet 
gas through a drier and an oxygen analyzer (Servomex, type O A 137). 

Results 

Interfacial Area . Because of the poor reproducibility of the measure
ments (the spread was about 15% ), we performed several experiments 
in which we added particles to the sulfite-air system that had attained 
the stationary state. In these experiments no differences in outlet oxygen 
concentration were observed. The results are shown in Figure 1. Because 
of the large number of experimental points, only the average value and 
the spread are given. A t low stirrer speeds, the interfacial area depends 
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2000 r 

1800 h 

I I ι ι _ _ l _ 

0 200 400 600 800 

*- stirrer speed (rev/min) 

Figure 1. Interfacial area as a function of stirrer speed 

on the gas flow rate. For stirrer speeds ^ 500 rpm, the interfacial area 
depends only on the stirrer speed. The results compare fairly wel l with 
those of Reith (2) . 

Mass-Transfer Coefficients. Several authors have used Kolmogoroff's 
theory of isotropic turbulence to describe their results on mass transfer 
from suspended particles. They calculate a slip velocity for a particle in 
suspension and use this velocity in an equation for forced convection 
mass transfer from a stationary particle. 

The expression for the slip velocity involves the power dissipation 
per unit mass of l iquid. Since the power dissipation is influenced strongly 
by the presence of gas bubbles in the vessel, we thought that a correlation 
based on power dissipation could be attractive for a three-phase system. 

For particles larger than the scale of the energy-dissipating eddies, 
the expression for the slip velocity reads (6) : 

vs = Cis i / 3 <y / 3 

If we use this expression in the Frôssling equation, we get: 

Sh = 2 + C2Re8
1/2Scm 
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V A N D E N BERG A Three-Phase System 243 

where 

The scale of the dissipating eddies η is given (7) by 

η = 0 .5v 3 / V" 1 / 4 

For water at room temperature and a power dissipation of 1 watt/kg we 
find for η about 15μπι. This is well below the size of the smallest particles 
in our experiments. 

The experimental results for one particle size are given in Figure 2. 
Since the influence of the gas velocity seems to be expressed wel l i n 
terms of power input, we have given the mass transfer results for three 
particle sizes in Figure 3. A l l these results can be correlated according to: 

Sh = 2 + 0.75 Res
1/2Sc1/3 

with a spread of about 15%. 

S h - 2 

Vg.1(T(m/s) 

. : 0 
ο =0.33 
·• = 1.30 
δ = 1.63 
• = 2.47 
ν = 3.32 ο* Χ 

y ; 

Figure 2. Mass transfer between liquid and 
particles of a diameter of 384 μm at various 

gas velocities 

To calculate the Sh and Sc number, we needed a value for the diffu
sion coefficient. The so-called Nerst coefficient as discussed by Helfferich 
(8) was chosen. 

Conclusions 

The interfacial area between gas and l iquid in a stirred vessel is not 
influenced by the presence of particles of diameters from 75 to 600 μτη 
and in concentrations up to 4 wt % . The mass transfer between l iquid 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

06



244 CHEMICAL REACTION ENGINEERING 

7 h 

6 

5 

Sh-2 2 

Sc 1 / 3 

•15·/ρ „ 

particle diameter (pm) 

. = 384 
ο = 298 
+ = 192 

•s 

-15 V . 

Re, V 2 

Figure 3. Mass transfer between liquid and particles of 
three different sizes 

and suspended particles is influenced by the presence of gas. A good 
description of the results can be given on the basis of KolmogorofFs 
theory of isotropic turbulence. 

Nomenclature 

d8 diameter of stirrer, meters 
dp diameter of particle, meters 
C i C 2 empirical constants 
ki mass transfer coefficients in the l iquid phase, meters/sec 
v8 slip velocity of a particle, meters/sec 
Vg superficial gas velocity, meters/sec 
η stirrer speed, sec"1 

Ό diffusion coefficient, meters2/sec 
c power dissipation per unit mass, watts/kg 
η microscale of turbulence 
ν Kinematic viscosity, meters2/sec 
Sh — kxdp/D Sherwood number 
Re8 = v8ap/v Reynolds number 
Sc = ν/Ό Schmidt number 

(1) Reith, T., Ph.D. Thesis, Delft, 1968. 
(2) De Waal, K. J. Α., Okeson, J. C., Chem. Eng. Sci. (1966) 21, 559. 
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(3) Westerterp, Κ. Α., Van Dierendonck, L. L., De Kraa, J. Α., Chem. Eng. Sci. 
(1963) 18, 157. 

(4) Calderbank, P. H., Jones, S. J. R., Trans. Inst. Chem. Eng. (1961) 39, 363. 
(5) Harriott, P., A.I.Ch.E. J. (1962) 8, 93. 
(6) Shinnar, R., Church, J. M., Ind. Eng. Chem. (1960) 52, 253. 
(7) Towsend, Α. Α., Proc. Roy. Soc. (London) (1951) A208, 534. 
(8) Hellerich, F. J., Phys. Chem. (1965) 69, 1178. 

Axial Mixing in Liquid-Liquid Spray Columns 

J.-B. WIJFFELS1 and K. RIETEMA, Eindhoven University of Technology, The 
Netherlands 

Three 20-meter long operational spray columns of 70, 85, and 100 cm 
diameter and two 6-meter long laboratory columns of 15 and 45 cm d i 
ameter have been investigated. A l l measurements were carried out for 
density differences between continuous and dispersed phases smaller than 
200 kg/m 3 , dispersed phase holdup less than 8% and droplet Reynolds 
numbers greater than 100. The effective axial mixing coefficient of the 
continuous phase has been calculated from residence time distribution 
measurements. The circulatory behavior of spray columns has been 
studied in the laboratory equipment. 

For all cases that have been subject of this research the motion of 
droplets through the continuous phase of the spray column is irregular. 
The spray column is treated as a turbulent system. The dispersion is 
considered to be a single fluid. Quantities that appear i n the momentum 
balance such as pressure ρ and shear stress τ are considered to be aver
ages over a volume element large compared with the dimension of the 
droplets. The relevant velocity that appears in the balance equation is 
the mass average velocity w. Accordingly, the shear stress is assumed to 
be proportional to the negative gradient of the mass average velocity. The 
dispersed phase is introduced at one end of the column and travels coun-
tercurrently to the continuous phase through the central region. For the 
sake of the model the column is roughly divided into a droplet free layer 
near the wal l and a core of turbulent dispersion of constant dispersed 
phase holdup (1 — e fc). A solution is sought for the steady-state operation 
of slender columns. No end effects are considered. It is assumed that the 

1 Present address: Koninklijke/Shell-Laboratory, Amsterdam, The Netherlands. 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

06



246 CHEMICAL REACTION ENGINEERING 

flow pattern is axisymmetrical, while the velocity is aligned with the axial 
direction, and that the pressure is constant over the cross section of the 
column. The model contains the core radius b as an undetermined con
stant which can be found by applying the condition that the pressure 
gradient is stationary. The special case of small density differences be
tween the phases and low values of dispersed phase holdup is considered 
i n detail. The simplified model for the case when the thickness of the 
wal l layer is small compared with the radius of the column is given here; 
a more general treatment has been given in the Ph .D. thesis of J.-B. 
Wijffels. 

The momentum balance for the axial direction reads: 

where r is the distance from the axis of the column, ζ the distance i n axial 
direction, ρ the density, and g the acceleration of gravity. Since the density 
of the core pk = ekpc + (1 — €k)pd is assumed constant, integration over 
the core yields: 

2τ»/6 (2) 

where rk is the shear stress at the core boundary. For the shear stress in 
the core, 

τ = g τ* (3) 

W i t h the condition that the shear stress is continuous at the core bound
ary, integration over the column yields: 

= ' f z - 9 Q (4) 

where rw denotes the shear stress at the wall . The average density in the 
column ρ = epc + (1 — e)pd, and the average dispersed phase holdup 
(1 — c) — b2(l — €k)/R2. To find a solution for the flow pattern it is 
assumed that: 

dw (5) 
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This may be regarded as a definition of the turbulent kinematic viscosity 
The mass average velocity w = xcv + *Wd in which xc and xd are the 

mass fractions, and ν and vd are the linear velocities of the continuous 
and dispersed phase respectively. The major part of the wal l layer is 
assumed to be in turbulent motion also, and since the wal l layer is as
sumed to be small, its velocity is considered constant. The flow pattern 
is then given by: 

w = 2(vw - wo) ^ - lAJ + wo for 0 < r < b (6) 

w = ν = vw for b < r < R 

i n which w0 is the mass velocity averaged over the core. Directly adjacent 
to the wall , however, a turbulence-free layer exists with molecular vis
cosity, in which the velocity decreases rapidly to zero. This laminar sub
layer is assumed to be very thin so that its contribution to the flow rate 
of the continuous phase may be neglected. The shear stress at the wall 
TW is assumed to be related to the velocity outside the laminar sublayer 
vw according to 

= fÇcVsVw (7) 

in which / is the friction factor and the slip velocity vs = ν — € d . By 
subtracting Equation 2 from 4 the momentum balance for the wall layer 
may now be written as 

b2 

ZfçcVsVw-^ + 8ç*kvt(vw - w0) = ( β 2 - 62)(1 - e)(pd - ç>c)g (8) 

Since vd == w — xcvs, the flow rate of the dispersed phase, Qd9 equals: 

Qd = x6 2 ( l - zk)(w0 - xcVs) (9) 

The total mass flow rate is equated to zero or: 

%b2çkw0 + x(# 2 - b2)çcvw = 0 (10) 

To enable us to write the equations in a dimensionless form, a reciprocal 
Reynolds number, n, and a gravitational acceleration number, a, are intro
duced as 

η = 4vt/vsR (11) 

α = (p* - Pc)gR/29cv> = I -dCD (12) 
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i n which CD is the so defined droplet drag coefficient, which is approxi
mately equal to 1, and d is the droplet diameter. W i t h the notation u = 
w/v8 and y = b/R, Equations 10, 8, 9, and 4 are simplified, neglecting 
density differences and second-order terms (y ^ 1) whenever they are 
immaterial to the discussion, to give respectively: 

u0 = - uw(l - y2) (13) 

(n+f)uw = a ( l - e ) ( l - y 2 ) (14) 

F = Qd/%R2v8 = - (1 - e)(l + /.) (15) 

and 

G = R(- d£ - Ρ β 0 ) / 2 Ρ Λ * = α(1 - ε)(1 + g.) (16) 

in which 

fc = α(1 - ε)(1 - y2)2/(η + /) - (1 - ε) (17) 

and 

Qo = fil -2/ 2 )/(n+/) (18) 

The pressure gradient is assumed to be stationary: 

SG = 0 (19) 
or 

S(l _ , ) = _ ( ! - , ) 8(1 - y») (20) 

The dispersed flow rate F is constant. Therefore, 

8(1 - e) = - 2α(1 - ε) 2 8(1 - i/2) (21) 

Because fc and g c are small compared with 1, their contribution to the 
left side of Equations 20 and 21 has been neglected. Furthermore the 
variations of v89 f, n, and a have been assumed negligibly small. The solu
tion is now easily found to be 

1 - y2 = //2o(l - ε) (22) 

and by means of Equation 14 it follows that 

uw = //2(n + /) (23) 
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For spray columns, to which the foregoing treatment of the circulatory 
behavior is applicable, an expression for the effective axial mixing coeffi
cient can be derived. The fraction of the continuous phase β that is free to 
move independently of the droplets is distinguished from the fraction 
( 1 — β) that is kept in the wake of the droplets. If the length of the col
umn L is very large compared with its radius and the time necessary for 
convection to make an appreciable change in concentration L/2vw* is very 
large compared with R2/16/?Ei, the effective axial mixing coefficient is: 

Ε axteff 
v^R* , (1 - β) 

+ U 
+ Ει (24) 

r /R 

Figure 1. Computed flow pattern 
in heavy dispersed phase, R/d = 
200, (1 - ε) = 0.04. Conditions are 
similar to those in the largest of the 

spray towers investigated. 
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I A4Q.AI80 340 Β 1 8 0 , towers , J 

I 10 100 , 1000 Ο 000 
R/d 

Figure 2. A general representation of the results for 
4% dispersed phase holdup. Experimental results for 
the spray tower fat splitters are indicated by circles. 
The range of experimental values found for the labora
tory columns A and Β is indicated by arrows for density 
differences of 40 and 180 kg/m3. The continuous line 
is computed from Equation 24. For comparison the 
computed values for 1% dispersed phase holdup are 

represented by the dotted lines. 

i n which vw* = vw — w0, Ε χ is the intrinsic diffusion coefficient of the 
free continuous phase, and U is the exchange coefficient that represents 
the fraction wake volume exchanged per unit time. The terms on the 
right side of Equation 24 describe the effects of the non-uniform flow 
pattern i n the continuous phase, the translation of continuous phase car
ried in the wake of the droplets, and the intrinsic diffusion respectively. 

Discussion 

The flow patterns have been made visible by means of ink injections 
in two 6-meter long laboratory columns: A with a diameter of 15 cm and 
Β with a diameter of 45 cm. The dispersed phase was a kerosene-tri-
chloroethylene mixture; the continuous phase was fresh tap water. The 
flow patterns were measured by a movie camera for dispersed phase 
densities of 820 and 960 kg/m 3 . By comparison with the experimental 
results / was found to be 0.06. The thickness of the wal l layer dw may be 
calculated from Equation 22 to give dw/d = 1/25(1 — c). For small 
columns for which the hydraulic diameter of the dispersion dh = 2cd/ 
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3(1 — c) is much smaller than the column radius, the kinematic viscosity 
could be estimated: vt — 0.0165 vwR. For large columns it is expected 
that vt = v8d. In the general model a combined expression has been 
used. The circulation velocity was one-fourth of the slip velocity in the 
laboratory columns and should reach its maximum value of half the slip 
velocity in large columns. The computed flow pattern is shown in Figure 1. 

The residence time distribution in the continuous phase was deter
mined in the laboratory columns, using a saturated N H 4 C 1 solution as 
tracer material, as well as in three operational fat splitters by effecting 
a complete change in fat feed. The model is compared with the result 
in Figure 2. The exchange coefficient was estimated to be Udh/vs = 0.27, 
and the intrinsic diffusion coefficient to be Εχ/VgR = n. 

The predominant cause for axial mixing in small columns appears to 
be the translation by wake transport and in large columns the translation 
by circulatory flow. This treatment is valid only if the thickness of the 
wal l layer is small compared with the radius of the column. 

Acknowledgment 

The permission granted by Unilever-Emery, Gouda N . V . to obtain 
the experimental data reported from fat splitters of this company is 
acknowledged. 

Partial Wetting in Trickle Bed Reactors 

W. SEDRIKS2 and C. N. KENNEY, Department of Chemical Engineering, 
Cambridge University, Cambridge, England 

Three-phase systems, in which reaction occurs on a solid catalyst i n 
the presence of both gas- and liquid-phase reactants, have been used to 
carry out hydrogénation and oxidation reactions, either in a trickle bed, 
where l iquid trickles over a fixed bed of catalyst in the presence of a gas, 
or in a slurry reactor, where the catalyst is suspended in l iquid. The use 
of three-phase and in particular trickle bed reactors has been partly in
fluenced by the limited understanding of not only the complex hydro-

1 Present address: Shell Development Co., Emeryville, Calif. 
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252 CHEMICAL REACTION ENGINEERING 

dynamics, but also the mass transfer and diifusional effects which arise 
in such systems. To obtain further information on the influence of l iquid-
phase pore diffusion and of the importance of partial catalyst wetting i n 
trickle beds, we recently studied the hydrogénation of crotonaldehyde 
to n-butyraldehyde at near ambient conditions over a catalyst consisting 
of palladium deposited on a porous pelleted alumina. The investigations 
consisted of three separate studies. 

The apparent intrinsic kinetics of the reaction were first determined. 
The catalyst was ground to a fine powder. Reaction rates were measured 
for a semibatch stirred-cell reactor in which the catalyst was suspended 
i n the l iquid reactant. The absence of mass transfer limitation was verified. 

The apparent intrinsic kinetics were found to be first order with 
respect to the concentration of hydrogen in the l iquid and zero order 
with respect to the crotonaldehyde concentration. The apparent activa
tion energy was approximately 11 kcal/gram mole at atmospheric pres
sure and at temperatures in the range 30°-70°C. 

Liquid-phase pore diffusion in the pelleted catalyst under reaction 
conditions was investigated next. The stirred cell was again used, whole 
catalyst pellets being placed in wire mesh baskets attached to the im
peller and swept through the l iquid. W i t h this arrangement resistance to 
mass transfer to the outside of the pellets could be essentially eliminated. 
Rates of reaction were measured and compared with the intrinsic rates. 

Even though the palladium was deposited only within a relatively 
thin shell on the outside of the pellets, diffusion of hydrogen through 
the liquid-filled pores limited the rate of reaction markedly. Effectiveness 
factors of approximately 0.1 were measured. Consistent with these, the ap
parent activation energy was 7 kcal/gram mole, and the reaction remained 
first order with respect to hydrogen concentration in the l iquid. Assuming 
that transfer in the pores took place by bulk diffusion, a tortuosity factor 
of 1.6 was calculated for the catalyst. 

Lastly, the effects of partial wetting of the catalyst were examined 
in a trickle bed reactor (4.3 cm, id) in which l iquid flowed over a shallow 
bed of catalyst with co-current flow of gas. Partial wetting was not diffi
cult to achieve. In fact, with 3/16-inch pellets in the column (P.T.I, runs) 
wetting appeared far from complete even at the highest value of l iquid 
flow rate. Under these conditions approximately 50-60% of the pellets 
were dry, and the degree of wetting increased only slightly with flow 
rate. Wetting was much more extensive when the catalyst pellets were 
interspersed with inert 8-16 mesh α-alumina granules, being effectively 
complete with preflooding and ca. 90% without preflooding (P.T.2 runs). 
Measured rates are shown in Figure 1, where, for comparison, the results 
obtained with the pellets and powder are also given. 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

06



SEDRIKS AND KENNEY 
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Partial Wetting 253 

Time, Min. 

Figure 1. Reaction rates in pellet trickle beds 

The most striking observation is that a higher reaction rate (gram 
moles/hr( grams Pd) ) is obtained when the catalyst pellets are not com
pletely covered with l iquid; hence, the existence of a gas-phase reaction 
on the solid catalyst occurring simultaneously with the liquid-phase reac
tion seemed probable. This was substantiated by measuring the rate of 
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254 CHEMICAL REACTION ENGINEERING 

hydrogénation in a dry bed with a single active pellet i n which the feed 
consisted of hydrogen saturated with crotonaldehyde vapor. 

Provided the species required for the reaction on the solid catalyst 
are the same in both l iquid and gas phases, and the phases are in equi
librium, then since the chemical potentials must be the same i n both 
phases, the reaction rates on wet and dry catalyst must be identical. A n y 

100 i - — Œ S ^ ^ , 

80 — 

I 60 — 
χ 

id" ~ 
\ 

! 4 0 -

20 — 

θ! ι I ι I I I 
0 0.2 0.4 0.6 0.8 1.0 

Fraction of Active Surface Wetted, f 

Figure 2. Gas-phase contribution (%) to over-all reaction 
rate in partially wetted trickle bed 

differences must be caused by lack of equilibrium—i.e., by differences 
in mass transport rates or temperature. Since mass transport in the gas 
phase w i l l usually be much faster, in general the reaction rate in a trickle 
bed must therefore be expressed in some form that acknowledges the 
separate contributions of the wet and dry catalyst—e.g., a simplified 
expression that could serve as a first approximation would be: 

rt = frL + (1 - f)rG 

where / is the total fraction of active catalyst surface covered by l iquid, 
and rL and rG are the rates on wetted and dry catalyst respectively. Only 
rarely can the rQ contribution be neglected. 

To illustrate this from the present work, the rate measured with the 
single dry pellet was ca. 7 gram moles/hr( grams Pd) for a bulk bed tem
perature of 31 °C. Calculations showed that no pore diffusion limitation 
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RUSSELL AND ROTHENBERGER Gas-Liquid ReOCtOTS 255 

was present but that the interior of the pellet may wel l have been at a 
somewhat higher temperature. The comparable rate for the submerged 
pellets where pore diffusion was shown to be the limiting step was 0.15 
gram mole/hr(gram P d ) . As a rough approximation, the above values 
may be taken as the values for rG and rL in the trickle bed, and the frac
tion of the gas-phase contribution to the total rate plotted vs. the wetted 
fraction / from the above equation. This plot is shown in Figure 2 and 
illustrates the conclusion that except at very high values of /, the gas-
phase contribution completely dominates the total rate in the trickle beds. 
In the light of this, the slow but marked decline in reaction rate with 
time observed in the trickle bed experiments is explained by gradual 
seepage of l iquid into the pores of initially unwetted pellets. The fact 
that the gas-phase contribution has almost always been discounted in 
trickle bed studies can explain some of the discrepancies observed. 

In theory, because evaporation is a relatively fast process, one should 
be able to design partially wetted beds to operate closer to intrinsic rates 
without losing the advantages that operation at " l iquid phase" tempera
tures sometimes offers—i.e., such a reactor would combine the functions 
of a gas-solid reactor and a gas-l iquid contactor, the l iquid acting mainly 
as the source of reactants and sink for the products. The problems asso
ciated with the requirement of good l iquid distribution and control of the 
reactor may, however, normally require operation at close to total wetting 
in any practical reactor design. 

Product Distribution Problems in Gas-Liquid Reactors 

T. W. F. RUSSELL and R. ROTHENBERGER, University of Delaware, New
ark, Del. 19711 

The design and analysis of gas-liquid reactors is, at best, a complex 
problem of considerable difficulty. In the most general case, one must 
deal with simultaneous energy, mass, and momentum transport. Rigorous 
design calculations require consideration of these phenomena on both the 
microscopic and the macroscopic levels. Solution of the resulting coupled 
equations is invariably an awesome task. 

In practice, one introduces a number of assumptions to make the 
design more tractable. The concept of the so-called "ideal" reactor is one 
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256 CHEMICAL REACTION ENGINEERING 

such simplification whose utility is well established. Analysis of such 
reactors allows one to establish limits on the performance of an actual 
process. In addition, conclusions drawn from such analyses are also ap
plicable to "non-ideal" reactors. These points are discussed in consider
able detail by Russell and co-workers (1,2,3). 

Even these simplified models contain numerous unknown parameters. 
A meaningful design, therefore, begins with an experimental program to 
obtain kinetic and mass transfer data and information concerning the 
basic fluid mechanics. Knowledge of the gross fluid mechanics in the 
particular piece of equipment is essential for rational design. Unfortu
nately, it is this area which is probably the least understood in gas—liquid 
reactors. 

It is possible, however, to distinguish various configurations which 
may exist in ideal reactors. Two-phase reactors, then, can be ade
quately designed by analyzing reactors displaying different behavior in 
terms of the gross fluid mechanics of each phase. The application of this 
approach to tank-type and tubular reactor design has been discussed by 
Schaftlein and Russell (3) and Cichy et al. (1). To consider the question 
of product distribution in gas-liquid reactors, we restrict our attention 
to the (a) plug-flow gas-well-mixed l iquid and the (b) well-mixed gas-
well-mixed l iquid continuous flow tank type ( C F T R ) configurations. In 
the case of tubular reactors we consider ( a ) continuous fluid phases with 
a well-defined interface and (b) discrete gas-phase units in a continuous 
l iquid phase. The reactions are of the following types which are repre
sentative of a large class of industrial reactions of pragmatic interest: 
Competitive-consecutive : 

A + B — R 

R + Β —> S 

S + Β —> Τ 
Parallel: 

A + Β —> R 

A + B - > S 
B is the volatile reactant and A , R, S, and T exist in the l iquid phase only. 

For each reactor configuration described above the appropriate form 
of the reaction rate expressions appearing in the liquid-phase component 
mass balances depends upon whether the reaction occurs i n the bulk 
l iquid or in a narrow region adjacent to the gas-liquid interface. To de
termine where the reaction occurs, it is necessary to refer to Astarita's 
(4) classification of reaction regimes. 

Astarita (4) defines two characteristic times for the reacting systems 
—i.e., the time for reaction to proceed to an appreciable extent and the 
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RUSSELL AND ROTHENBERGER Gas-Liquid RedCtOTS 257 

time a l iquid volume element is exposed to the interface. Values of these 
two parameters and the concentrations of reactants in the l iquid phase 
allow determination of the chemical absorption regime. There are three 
major regimes: slow, fast, and instantaneous. Several characteristics of 
each regime are relevant to the product distribution problem. In the slow 
regime reaction occurs in the bulk l iquid, and in the fast regime reaction 
occurs in a thin film adjacent to the interface. The important point is 
that in both cases there is no concentration gradient of the liquid-phase 
reactant through the film. In the instantaneous regime, on the other 
hand, the liquid-phase reactant and all products of the reaction are no 
longer considered to have uniform concentration profiles near the inter
face. 

In the slow reaction regime the reaction rate expression is written in 
terms of bulk concentrations. In the fast regime, however, it is convenient 
to define the rate of reaction on the basis of interfacial area. In so doing, 
we use a surface concentration for the volatile reactant and are essentially 
modeling the reaction as if it occurred at the interface. This type of rate 
expression is useful for experimental studies in the fast reaction regime. 

If we consider all the reactions discussed previously as being ele
mentary, the product distribution expressions are independent of the 
volatile reactant concentration. This means that the product distributions 
for a given reacting system and reactor configuration w i l l be identical 
for both the slow and fast reaction regimes. 

Solution of the component mass balance relations for both the com
petitive-consecutive and parallel reactions yields expressions for the prod
uct concentrations which are identical to those obtained for homogeneous 
reactions (2). This is a consequence of the condition that for the slow 
and fast reaction regimes the composition of the l iquid phase is uniform 
except for the volatile reactant. Therefore, for reactions of the type con
sidered here occurring in the slow and fast reaction regimes, the homoge
neous and heterogeneous product distributions are identical for the same 
conversion of l iquid phase reactant. 

For reactions occurring in the instantaneous regime or in the region 
between the fast and instantaneous regimes, the single-phase and two-
phase selectivities w i l l differ; however, an examination of industrial reac
tions whose primary purpose is the production of a saleable product 
indicates that practically al l these reactions occur in the slow or fast 
reaction regimes. Instantaneous reactions are frequently acid-base type 
and are encountered most often in recovery operations rather than prod
uct manufacturing. Computational studies of some reactions of pragmatic 
interest indicate that for a large class of reactions equilibrium between 
the gas and l iquid is readily achieved. 
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258 C H E M I C A L REACTION ENGINEERING 

This simplifies the process analysis considerably and allows compari
sons between tubular and tank systems on the basis of reactor size and the 
effect of reactor type on the attendant process equipment. Although most 
gas-liquid reactions are carried out industrially in tank-type devices, 
analysis of the total process synthesis indicates some distinct advantages 
of tubular gas—liquid systems. 

(1) Cichy, P. T., Ultman, J. J., Russell, T. W. F., Ind. Eng. Chem. (Aug. 
1969) 61, 7. 

(2) Russell, T. W. F., Buzzelli, D. T., Ind. Eng. Chem., Process Design De
velop. (Jan. 1969) 8, 2. 

(3) Schaftlein, R. W., Russell, T. W. F., Ind. Eng. Chem. (May 1968) 60, 12. 
(4) Astarita, G., "Mass Transfer with Chemical Reaction," Elsevier, Amster

dam, 1967. 
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7 
Catalyst Deactivation 
J O H N B. BUTT 

Department of Chemical Engineering, Northwestern University, 
Evanston, Ill. 60201 

Research on catalyst deactivation has been concerned with 
three generally distinguishable areas: (1) investigation of the 
fundamental mechanisms and the kinetics of deactivation 
processes, (2) determination of deactivation rates in par
ticulate catalysts, and (3) study of deactivation effects on the 
operation of real reactor systems. These areas range from the 
microscopic to the macroscopic and involve a large range 
of interests and techniques. Catalyst deactivation can be 
described kinetically by the same forms as conventional 
kinetics so that chemical reaction engineering problems 
associated with deactivation can normally be thought of as 
involving time variant systems in which the interactions of 
rates of reaction, rates of transport (diffusive and convective), 
and rates of deactivation determine system behavior. Ob
viously compromise will be an intimate part of catalytic 
processes faced with time-dependent activity; hence, a num
ber of significant optimization problems arise in analyzing 
large scale process systems. 

V U T h i l e the phenomenon of catalyst deactivation has been recognized 
^ for most of the history of catalysis, our concern with it in terms of 

systematic observation and interpretation extends back only about 30 
years. In 1951 Maxted ( 1 ) presented a landmark review of work on the 
poisoning of metallic catalysts to that time, and it was only a few years 
earlier that Voorhies (2) had reported his now-famous correlation of 
coke deposition rates on natural and synthetic cracking catalysts. Since 
then there have been many studies of various deactivation problems, but 
one cannot escape the general feeling that the bulk of such problems are 
still imperfectly understood or not yet explored. In such a sense, then, 
catalyst deactivation appears to be one of the darker areas of an art 
(catalysis) which, more often than not, assumes various magical (and 
always mysterious) characteristics. 

The following review presents a representative selection (no attempt 
has been made to be comprehensive) of work on various aspects of de
activation. Four general sections are discussed which correspond gen-
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260 CHEMICAL REACTION ENGINEERING 

erally to the natural divisions of the subject matter. First considered are 
some of the basic chemical and/or physical mechanisms of deactivation 
together with their probable intrusions into the natural activity or selec
tivity of the catalyst. Several specific chemical systems are used to 
illustrate these mechanisms, and the observed results are formulated in 
terms of generalized reaction schemes which allow exposition of the 
formal kinetics of heterogeneous reactions subject to catalyst deactiva
tion. Secondly, observed kinetics and theoretical studies dealing with the 
deactivation of single particles are considered, using the reaction models 
derived i n the first section. Such analysis corresponds to the determination 
of point rate and selectivities, which would then be used in reactor design 
i n a manner similar to analogous studies of mass and heat transfer rate 
limitations. In the third section the results of intrinsic and individual 
particle deactivation behavior are incorporated into macroscopic models 
for chemical reactor design and analysis, and the composite behavior of 
process systems is examined. Parametric effects on activity and selectivity 
are of particular interest, and the implementation of various operational 
possibilities in this regard are discussed. This leads naturally to the final 
section, which considers a number of optimization problems concerning 
chemical reactor design or operation in the face of catalyst decay. This 
area is particularly active in chemical reaction engineering at present. 

Microscopic Events and their Models: Kinetics of 
Reactions with Catalyst Deactivation 

While it may not seem much of a problem at first glance, one of the 
more difficult things in catalysis is to define a useful and representative 
measure of activity. In general this requires some comparison among 
various states of the same catalyst if deactivation problems are to be 
considered as well. Some measures of activity are: 

(a) Temperature required for a given conversion 
(b) Temperature for a given product quality 
(c) Conversion achieved 
( d ) Space velocity required for a given conversion at set temperature 
(e) Reaction rate 
(f ) Rate constants or parameters extracted from kinetics studies. 

Most of these measures are related to data obtainable from laboratory 
reactor investigation, and completely different conclusions regarding ac
tivity can be reached from several different measures. The second 
measure, for example, really may depend more on the selectivity than 
the activity of a catalyst while for the last two careful and tedious experi
mentation is required, and uncertainties of interpretation are involved 
i n reaction kinetics studies. Indeed, when catalyst deactivation is oc-
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7. BUTT Catalyst Deactivation 261 

curring, the task of the kineticist is even more formidable since under 
these conditions the activity (and other properties) of the catalyst are 
functions of the entire history of the catalyst, including preparation, 
handling, storing, pretreatment, regeneration, and specific poisoning proc
esses. When the reaction rate functional can be expressed as the product 
of two terms, kinetic dependencies which are time independent and ac
tivity dependencies which are not, the rate equation is termed separable 
(3), and one actually requires two equations to describe the over-all 
kinetics: the instantaneous rate equation and some expression relating the 
time dependency of activity. Fortunately, many real catalytic deactiva
tion mechanisms, at least those which may be described chemically, do 
lead to separable rate equations, for there would be little one could do in 
analysis if this were not so. The separable form, thus, allows the expres
sion of an instantaneous rate of reaction as the product of individual 
factors which are independent of one another. For example, one might 
write the product of three terms, one containing a concentration depend
ence, one a temperature dependence, and one the activity (previous 
history) dependence: 

in which C represent concentration, Τ temperature, and s the activity. 
Equation 1 must be supplemented with some description of the time 
variation of s: 

where the individual rate factors are again taken to be separable. The 
forms which the individual rate factors in Equations 1 and 2 assume are 
well known; these generally would involve some power-law dependence 
on concentration (rx and r 4 ) , an Arrhenius temperature dependence ( r 2 

and r 5 ) , and perhaps a power law dependence on activity ( r 3 and r e ) . If 
more complicated kinetics are involved, such as Langmuir-Hinshelwood 
forms, the separable form of equation can still be maintained as long as 
adsorption coefficients are not affected by the deactivation. 

A t this point it might be well to look further into some detailed 
mechanisms of typical deactivation processes, with particular attention 
to determination of whether these separable rate/deactivation equations 
are reasonable forms in view of the microscopic chemical or physical 
events occurring. W e w i l l in general adhere to a broad division of de
activation processes into three general classes. These three are: 

(a) Poisoning: loss of activity caused by strong chemisorption of 
some impurity, normally contained in the reacting mixture. 

(b) Foul ing: loss of activity caused by reactant or product degrada
tion on the catalyst surface; coke formation is the most important example. 

ττ = ηαθΊ)ν2{Τ)τΛ(8) (1) 

r9-u(lC\r5(T)re(8) (2) 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



262 CHEMICAL REACTION ENGINEERING 

(c) Aging: loss of activity caused by sintering; decrease of active 
surface. 
The first two are chemical in nature, and particularly in the first case 
detailed and elegant studies of specific systems have been carried out. 
Aging is usually thought of as a physical process, though our approach 
to the analysis of this problem w i l l be analogous to the chemical mecha
nisms, and we w i l l see that sintering may not always be independent of 
the chemical events occurring. 

Catalyst Poisoning. Perhaps the most elaborate and comprehensive 
work in the general field of catalyst deactivation has been concerned with 
studies of individual systems, catalyst-reaction-poison, which can be well 
characterized chemically. Many of these investigations have not only 
dealt with specific problems associated with poisoning but have revealed 
much information concerning the catalytic chemistry of the reaction/ 
catalyst system involved—i.e., what specific chemical properties of a given 
substance make it a good catalyst for a certain type of reaction. 

Four such studies are reviewed here, chosen either because of the 
diversity of chemistry involved, the importance of the reaction involved, 
the depth of the information provided concerning the catalytic properties 
of the material involved, or al l three. The first is the work of Maxted ( 1 ) 
concerning the poisoning of metallic catalysts by typical metallic and 
nonmetallic substances, and the importance of d electrons in the forma
tion of these strongly chemisorbed poisons. Second is the work of Mil ls , 
Boedecker, and Oblad (4) on determination of the acid nature of s i l ica-
alumina cracking catalysts and its relationship to their activity via poison
ing experiments with alkali metals and basic nitrogen compounds (with 
note of the many subsequent investigations of similar catalysts by these 
techniques). Third are the results of Pines and Haag (5) demonstrating 
the variations possible in acid site strength on alumina and the depend
ence of the catalytic properties of a given alumina on this site acidity 
distribution by measurement of alkali metal, ammonia, water, and tri-
methylamine poisoning effects on several test reactions. Finally we con
sider briefly the elucidation of the role of surface oxide on the activity 
of nickel oxide in oxidation reactions by Parravano (6) through inhibition 
of the activity of fresh oxide surface with C O chemisorption. 

M E T A L L I C C A T A L Y S T S . Most of the basic information compiled by 
Maxted is an identification of metals susceptible to poisoning and the 
primary materials responsible for such poisoning. The bulk of the back
ground here is experience with metals used as hydrogénation catalysts, 
though with some added information from Fischer-Tropsch synthesis 
catalysts (cobalt) and ammonia synthesis (iron). Accordingly, the range of 
metallic catalysts considered is somewhat limited, but the results are im
pressive nonetheless. Figure 1 lists those metals judged most susceptible 
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7. BUTT Catalyst Deactivation 263 

to poisoning, arranged as they appear in the periodic series. These con
sist predominantly of group VII I metals with their group l b relatives. 
Silver and gold are included provisionally since they have very small 
activity for ordinary hydrogénation. 

The common poisons for these metals can be classified into three 
groups: 

(a) Molecules containing elements of groups V b and VIb, as listed 
in Figure 1, or the free elements ( Not N 2 ) 

(b) Compounds of catalytically toxic metals and metallic ions. 
(c) Molecules containing multiple bonds such as C O or strong 

sorbates such as benzene. 
In many cases the effects listed under group (c) above can be accounted 
for by proper adsorption inhibition terms in the rate equation, and thus 
do not count as true poisoning effects. 

For molecules containing group V b or V I b elements, the degree of 
toxicity is related directly to the state of the toxic element in the mole
cule. If the potential poison has its normal valency orbitals saturated by 
stable bonding to other elements in the molecule, there is no toxic activity. 
If there are, however, unshared electron pairs or empty valency orbitals, 
then chemisorptive bonding to the metal is possible and the material is a 
catalyst poison. These contrasting states are illustrated in Figure 1 for 
some typical examples showing the electronic configuration of the toxic 
element. Most of these results pertain to observations made in hydro
génations with P d , Pt, or N i ; under severe reducing conditions some of 
the nontoxic structures can be converted to toxic forms; particularly sus
ceptible in this regard are arsenic and antimony compounds which are 
generally easily transformed into toxic arsine and stibine under hydro-
genating conditions. Under other conditions such transformations may 
not occur, so it is quite possible for a substance to poison a catalyst for 
one reaction but not another. Maxted cites the example of arsenic com
pounds, which are general poisons for platinum in hydrogénation reac
tions, via arsine 

H : A s : H ~ | 

formation, yet have no effect on catalytic activity in the decomposition 
of hydrogen peroxide, presumably by remaining in a "shielded" or satu
rated form such as the arsenate under strong oxidizing conditions 

" Ο Τ 
Ο: A s : Ο 

_ Ο _ 
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264 CHEMICAL REACTION ENGINEERING 

Fc 
(26) 

Os 
(76) 

Susceptible Metals - Hydrogénation 

Catalysts Arrayed in Periodic Series 
Co Ni Cu 
(27) (28) (29) 

Ru 
(44) 

Pd [Ag] 
(45) (46) W) 

Ir Pt lAu] 
(77) (78) (79) 

Nonmetallic Poisons 

Group Vb 
Ν 
Ρ 
As 
Sb 

Group VIb 
Ο 
S 
Se 
Te 

Summary of Toxicity of Metallic Ions 
Toxicity 

Electronic occupation towards 
Metal ions tested of external orbitals platinum 

L i + Be*+ No d shell. Nontoxic 
N a + Mg*+ A l ' + No internal d shell. Nontoxic 
K + Ca i + Zd ο ο ο ο ο 4s Ο Nontoxic 
Rb + Sr»+ Zr<+ Ad ο ο ο ο ο 5s Ο Nontoxic 
Cs+ Ba*+ La*+ hd ο ο ο ο ο 6s Ο Nontoxic 

Ce s + 

Th<+ 6d ο 0 ο ο ο 7« ο Nontoxic 

Cu+ Zn»+ Zd Θ © © © © 4s 0 Toxic 
C u i + Zd © © © © © 4« ο Toxic 
Ag + Cd*+ In i + Ad © © © © © 5s ο Toxic 

Sn»+ Ad © © © © © 5s © Toxic 
Au + Hg' + hd © © © © © 6s ο Toxic 

Hg+ bd © © © © © 6s © Toxic 
T l + Pb*+ Bi»+ bd © © © © © 6s © Toxic 

Cr*+ Zd © © © © ο 4s ο Nontoxic 
Cr' + Zd © © © ο ο 4s ο Nontoxic 

Mn*+ Zd © © © © © 4s ο Toxic 
Fe*+ Zd © © © © © 4s ο Toxic 
Co l + Zd © © © © © 4s ο Toxic 
Ni«+ Zd © © © © © 4s ο Toxic 

Figure 1. Poisons for 
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7. BUTT Catalyst Deactivation 

Influence of Electronic Configuration on Toxicity 
Nontoxic typfc 

Toxic types 

H : S : H 

H 
H : Ρ : H 

Hydrogen sulfide Phosphine 

- Ο -ι«-

Ο : S : Ο Ι 

Sulfite ion 
(also selenite and tellurite) 

( R ) C : S : Η 

Organic thiol 

( R ) C : S : C ( R ' ) 

Organic sulfide 
H 
C 

/ \ 
H C C H 

CH 

Ν 

Pyridine 
(toxic) 

H 2 

C 
H 2 C C H 2 

H 2 

' Ν ' 

' Η 
Piperidine 

(toxic) 

metallic catalysts ( 1 ) 

(shielded structure; 
Ο -ι'-

0 : Ρ : Ο 

Ο 

Phosphate ion 

ο ν 

Ο : S : Ο 

Ô J 
Sulfate ion 

(also selenate and tellurate) 

Ο 

(R)C : S : OH 

Ο 

Sulfonic acid 

Ο 

(R)C : S : C(R' ) 

Ο 
Sulfone 
Η l + 

C 
/ % 

HC CH 

, , è . A h 

Ν 

Η 
Pyridinium ion 

(nontoxic, shielded structure) 

H 2 

C 
/ \ 

H 2 C C H 2 

H 2 è ΑΗ2 

H H J 
Piperidinium ion 

(nontoxic, shielded structure) 
Advances in Catalysis 
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266 CHEMICAL REACTION ENGINEERING 

The toxicity of nitrogen compounds for hydrogénations has also been 
interpreted in the same manner, although these ( as the example pyridine 
i n Figure 1) are not as pronounced in their effect as materials such as 
arsine or thiophene. The shielding theory is well supported also by results 
with dry ammonia 

~ H : Ν: H 
H 

which was found to poison the hydrogénation of cyclohexene in a non
aqueous environment where the nontoxic ammonium ion could not be 
formed. 

The toxicity of metals or metallic ions towards the catalytic activity 
of metals has been thoroughly surveyed by Maxted and Marsden (7) with 
respect to the hydrogénation activity of platinum as a test reaction. The 
interpretation which they suggest, also summarized in Figure 1, empha
sizes the existence of some connection between the toxicity of a metallic 
ion and the structure of its d band. Theories invoking the nature of the 
d-electrons in explanation of various facets of chemisorption on metals are 
nothing new, and it is probably correct to view them as providing one 
with valuable qualitative insight into the nature of the bond without 
necessarily being quantitatively correct. From the results of Maxted and 
Marsden one concludes that those materials which are toxic all have occu
pied d orbitals; when this does not occur, there is no poisoning effect. 
These observations also hold for other derivatives of the metals. Although 
in the latter case it cannot be ruled out that occupied s or ρ levels might 
take part in chemisorptive bonding (these levels being vacant in the 
metallic ion) , metals are found in compounds with such higher levels 
occupied in stable bond formation, yet the compounds are quite toxic. 
A good example is that cited of tetramethyllead, where the Pb configura
tion corresponding to Figure 1 is: 

P b I §© φ 0 φ||0 0 0 0 
5d Hybridized 6sp 3 

and the hybridized 6sp3 levels are bonded to carbon in the molecule. This 
is a strong poison for hydrogénation with platinum, yet there is no oppor
tunity for the s and ρ orbitals to take part in chemisorptive bonding. 

The conclusion is that such metallic compounds or the ions them
selves are involved via the ci-shell in the formation of chemisorbed com
plexes resembling intermetallic species and that the nature of this bonding 
(and consequently poisoning behavior) is thus fundamentally different 
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7. BUTT Catalyst Deactivation 267 

0 1 2 3 4 
Poison content G.-mol. χ Ι Ο " 6 thiophene 

Advances in Catalysis 

Figure 2a. Form of a typical poisoning curve. The 
figure shows the depression of the activity of a supported 
platinum catalyst, by increasing amounts of thiophene, 
in the liquid-phase hydrogénation of crotonic acid (1). 

Mercury content of system, mg. 

Advances in Catalysis 

Figure 2b. Poisoning curve for a platinum catalyst, 
poisoned by mercury ions, in the decomposition of 

hydrogen peroxide (1) 
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268 CHEMICAL REACTION ENGINEERING 

from the group V b - V I b poisons which can reasonably be viewed as 
bonding via coordination with s or ρ valence electrons. 

While further discussion of the details of surface bonds involved in 
chemisorption would be desirable at this point, it is a luxury which space 
w i l l not permit. A n introduction to some of the theory and much of the 
available data is given by Hayward and Trapnell (δ) regarding chemi
sorption on metals. More recently, also, molecular orbital descriptions 
have been used to analyze bonding at metallic surfaces; an excellent 
example, directed toward ethylene and C O bonding on N i (related to 
category c of the poisons listed by Maxted), is the study of Bond (9). 

Quantitative relationships between the amount of deactivation and 
the catalytic activity are relatively easily obtained when poisoning (as 
contrasted with coking or sintering) is the mechanism of deactivation. 
Maxted presented a number of these correlations, relating activity to 

G - mol χ ΙΟ" 6 of Α $ ϋ 

Advances in Catalysis 

Figure 2c. Effective and true poisoning graphs for a plati
num catalyst (0.05 g) poisoned with AsH3. Curve I (effec
tive toxicity) is based on the total poison present in the 
system. Curve II (true toxicity) is based on the amount of 

poison actually adsorbed on the catalyst ( 1 ). 
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7. BUTT Catalyst Deactivation 

8001 1 1 r τ 

350 ι 1 1 1 ι ι ι ι 1 1 1 1 1 

5 10 15 20 25 30 35 40 45 50 55 60 
Time in minutes. 

Journal of the American Chemical Society 

Figure 3a. Velocity measurement on ethylene-hydrogen mixtures at 0° in the 
presence of carbon monoxide. Curves I—no CO; II—0.05 cc CO; HI—0.08 
cc CO; IV—0.33 cc CO; V—0.69 cc CO; VI—1.97 cc CO; VII—9.14 cc CO 

(10). 

amount of poison present, as illustrated on Figure 2. This form of corre
lation, however, had been used for quite a while before the work of 
Maxted; Figure 3 gives a much earlier correlation of this type, describing 
the inhibition of ethylene hydrogénation on C u by C O chemisorption 
(10). Obviously in some cases the activity is affected strongly by only 
small amounts of poison—e.g., A s H 3 - P t (Figure 2) or C O - C u (Figure 3) 
— w i t h the effect tapering off at higher poison concentrations. In several 
of these cases the effect is linear over a substantial portion of the range 
so that one might represent activity as: 

S = S0 — aciCp (3) 

in which s0 is the original activity, «i a poisoning coefficient representative 
of the effect on activity per unit of poison, and Cp the concentration of 
poison. Such a linear relationship implies a homogeneous or nonspecific 
removal of activity from the system, and such poisoning has been occa
sionally referred to as 'nonselective." A fine example of a completely 
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270 CHEMICAL REACTION ENGINEERING 

1 2 3 4 5 6 7 8 9 10 
Cc. of carbon monoxide. 

Journal of the American Chemical Society 

Figure 3b. Activity of the catalyst as a function of the volume of 
carbon monoxide introduced (10) 

Dose Number, D 

Arsine Adsorbed, μq 

Journal of Catalysis 

Figure 4a. Kinetic rate constants as a function of the quantity of arsine ad-
sorbed on film Β ( 11 ) 
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7. BUTT Catalyst Deactivation 271 

nonselective poisoning system is shown in Figure 4 from the results of 
Clay and Petersen ( I I ) on arsine poisoning of Pt-catalyzed cyclopropane 
hydrogenolysis. The nonlinear, or selective, deactivation behavior has 
been represented empirically by a variety of expressions such as: 

s = s0 exp (— a2Cp) 

1 /e —Ι/βο + eaC; (4) 

There is no fundamental significance associated with any of these forms, 
per se, although we shall see later that since they express the integral 
of the activity decay, such forms may be used to infer rate equations 
for deactivation by poisoning and ( as the reaction engineer is occasionally 
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272 CHEMICAL REACTION ENGINEERING 

Table I. Catalyst 

Physical 
Properties CAT-A 

Area Bulk dens., Gaso. Coke, 
Description sqtn/g g/cc vol % wt% 

I A Houdry type S, 
S i0 2 -12 .5% AI2O3 273 0.61 45.1 3.2 

I I A Same 196 .60 35.6 1.7 
I I I A Same — .62 32.1 1.6 
I V A Same I l l .67 28.2 1.0 

V A Same 44 .96 16.2 0.5 
V I A S i 0 2 - 1 % A 1 2 0 3 390 .73 27.2 1.3 

V I I A S i 0 2 330 .74 7.0 0.3 
V I I I Ζ S i 0 2 - 9 . 5 % Z r 0 2 251 .63 35.7 2.0 

I X M SiOu-32% M g O 426 .65 47.0 3.7 
X C Fi l t rol clay 41 .91 25.9 1.4 

— Empty reactor — — 5.0 0.1 

e Data of Mills et al (4). 

tempted to do against his better judgment) perhaps indicate something 
concerning the mechanism of the poisoning. Points of initial deviation 
from linearity, as in the three examples of Figure 2, are often taken to 
indicate some change in the nature of the deactivation or of the surface 
being deactivated. Given the precision of most kinetic data, this would 
appear to be a rather risky procedure without supplemental chemical 
information supporting the interpretation. 

C R A C K I N G C A T A L Y S T S A N D N I T R O G E N C O M P O U N D S . It is now well 

known that basic organic compounds are effective poisons for acid-
catalyzed reactions such as isomerization, cracking, double bond migra
tion, etc. Effective catalysts for such reactions are acidic oxides, notably 
silica-alumina, and one of the earlier studies of such poisoning ( at a time 
when it was not at all clear that these catalysts owed their activity to 
their surface acid function) is that of Mi l l s , Boedeker, and Oblad (4) 
on the deactivation of cracking catalysts by nitrogen-containing organic 
compounds. Some of the specific catalysts which they investigated, with 
typical activity and selectivity patterns for the nondeactivated material, 
are given in Table I. The catalytic properties of these materials for 
cumene cracking were studied in the presence of a number of basic 
organic nitrogen compounds such as quinoline, pyridine, piperidine, and 
aniline. One interesting result is illustrated on Figure 5a for quinoline 
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7. BUTT Catalyst Deactivation 273 

Properties" 

Catalytic Properties 

CAT Ά 

Gas, 
wt% 

Gas grav. 
(air —1.0) 

Cumene Cracking 

Benzene 
wt% 

Coke, 
wt% 

Gas, 
wt % 

Gas grav. 
(air —1.0) 

Ability to 
_ Chemisorb 

Quinoline 
at 315° m/g 

10.1 
6.1 
6.2 
3.1 
1.2 
4.3 

4.2 
5.5 
2.7 
0.6 

1.58 
1.55 
1.57 
1.50 
1.23 
1.49 

1.41 
1.49 
1.13 
1.1 

39.7 
40.7 

27.3 
19.5 

1.7 
26.3 

0.62 
0.39 

0.1 
.05 

.16 

— 0.1 

17.2 
15.9 

10.1 
6.9 

8.9 

0.7 

1.41 
1.40 

1.40 
1.37 

1.33 

1.0 

0.06 
.044 
.027 
.021 
.009 
.020 
.001 
.033 
.09 
.018 

adsorption on S i 0 2 vs. S1O2-AI2O3; this material is completely reversibly 
adsorbed on the silica catalyst, but on adding alumina, two types of 
adsorption may be identified: a reversible mode analogous to that on 
pure S i 0 2 and an irreversible (not desorbed at 315°C) mode presumably 
associated with the introduction of A 1 2 0 3 into the catalyst. Obviously 
the chemistry of the silica-alumina with respect to the nitrogen com
pound is different from that of the pure silica. 

Partial poisoning studies, in effect giving poisoning correlations such 
as those of Figure 2, were carried out with catalyst ΠΙΑ ( S i 0 2 - A l 2 0 3 ) 
of Table I using CAT-Α (425°C, 1.5 L H S V , 10 min with cumene feed). 
The results are shown in Figure 5b for various nitrogen compounds of 
interest; these all appear to be highly selective poisons with activity 
depending almost exponentially on poison concentration. The levels of 
surface coverage are not shown explicitly in the figure, but as an example 
for catalyst IA, at 4 % surface coverage (assuming 36 A 2 as the area 
of the flat lying quinoline molecule) its activity for cumene cracking at 
425°C is decreased by a factor of about seven. Thus, as Mil ls et al. con
cluded: ". . . by far the major part of the surface does not contribute to 
the cracking activity of the catalyst. . . 

The basic nitrogen compounds effective in poisoning would be ranked 
according to their effectiveness as quinaldine > quinoline > pyrrole > 
piperidine >decylamine > aniline, which is not in the same ratio as their 
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274 CHEMICAL REACTION ENGINEERING 

basicity, piperidine being the strongest base. This discrepancy, however, 
is resolved by looking at the susceptibility of the nitrogen compounds 
themselves to cracking. These results, shown in Table II, indicate that 
the most basic, piperidine, is about 54% cracked itself in the poisoning 
tests and presumably is proportionately decreased in its poisoning effec
tiveness. None of the other materials, except for decylamine (which rates 
low on the basicity scale anyway) are cracked to a significant extent. 

d ο Jp 
ο 
CO 
a 

«4-4 

Ο 

fi 

> ι I ' l l 

0.20 1 1 

0.15 / \ Si 0 2- Α Ι 2 0 5 

0.10 I \ 

0.05 ! 

0.00 ι ι ι ι ι r 0.00 I I ι ι I ι 

0.15 ι -

0.10 - χ 1 

0.05 

ι I — I I I 

50 100 150 200 
Time, minutes. 

250 300 350 

Journal of the American Chemical Society 

Figure 5a. Sorption and desorption of quinoline at 
315° on calcined silica gel VIIA or on catalyst IA 
(Si02-12.5% Al2Os). Quinoline partial pressure in 
flowing nitrogen stream was 73 mm. Arrows indicate 

start of sorption or desorption (4). 

In spite of the apparent differences in quinoline chemisorption be
tween alumina and silica-alumina shown in Figure 5a, various types of 
catalysts appear to be affected similarly in their cracking activity by basic 
nitrogen poisoning, as shown in Figure 5c. This indicates that the amount 
of quinoline chemisorption . . thus measures a fundamental property 
of the catalyst which is related to its ability to act as a catalyst." The 
property, of course, is the acidity of the catalyst, and the mechanism of 
poisoning is postulated to occur by chemisorption of the poison on incom-
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7. BUTT Catalyst Deactivation 275 

pletely coordinated aluminum ions or silicon ions which on the surface 
form Lewis acids: 

Ο 

0.05 0.1 0.15 0.2 0.25 0.3 
M . e. poison/g. of catalyst. 

Journal of the American Chemical Society 

Figure 5b. Poisoning effect of organic nitrogen com
pounds on the catalytic dealkylation of cumene catalyst 
III A: I , quinoline; 2, quinaldine; 3, pyrrole; 4, piperidine; 

5, decyhmine; 6, aniline (4) 
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276 CHEMICAL REACTION ENGINEERING 

Several interesting points related to the behavior of such oxides as 
catalysts are left unanswered by these experiments. In particular, we 
refer to questions concerning the nature of the acidity of these surfaces, 
which has direct bearing on their chemisorptive and poisoning behavior. 
Experiments shown in Figure 5a indicated that there might be two types 
of adsorption sites on a silica-alumina, one related to the S i 0 2 and the 
second (stronger) related to the A 1 2 0 3 . There is not space here to re
iterate the mountains of published research concerning the nature of the 
acidity (Lewis or Br0nsted) or the strength of acid-acting sites on A 1 2 0 3 

or S i 0 2 - A l 2 0 3 ; however, to continue our examples of specific poisoning 
studies we look at one careful study directed toward the elucidation of 
the strength and properties of the acid sites on alumina. 

Table II. Cracking of Nitrogen Compoundsd 

CAT-Α Conditions: 425°C, 1.5 LHSV, 10 min on stream, 
50 ml liquid charged; catalyst IIIA 

Vol, ml of liquid recovered 

BP BP 
Compound below BP of above Coke, Gas, 

cracked charge charge charge wt % wt % 

Piperidine none 23.2 18.1 2.7 3.1 
Pyridine none 48.4 a none 1.2 0.3 
Quinaldine none 47.8 e none 1.3 0.1 
Quinoline none 48.0 e none 1.4 0.3 
Aniline none 48.4α none 1.5 0.2 
Decy lamine c 23.7 19.3 e none 4.5 4.9 

Gas 
gravity1* 

0.5 
1.6 
0.6 
0.8 
1.1 
0.8 

β Calculated. 
6 Caused by small amount of gas formed ; gas gravity values are not accurate. 
c Based on the ammonia absorbed by standard HC1, 57.4 wt % of the decy lamine 

cracked 
'Data of Mills et al W). 

C A T A L Y T I C A C T I V I T Y A N D INTRINSIC AcrorrY O F A L U M I N A . The ap

proach which was taken in this fine study by Pines and Haag (5) is that 
of using model reactions for the evaluation of relative activities of a series 
of aluminas. The aluminas studied were prepared by varying techniques 
designed to produce differing surface acidities. The major types were 
as follows (see Table I I I ) : 

(a) Pure—prepared from aluminum isopropoxide or from aluminum 
hydroxide and aluminum nitrate (Method A or B ) 

(b) Impregnated—pure catalyst impregnated with N a C l or N a O H 
(c) Aluminate-alkali containing alumina precipited from K O H solu

tion (Method C ) 
The incorporation of alkali in the impregnated or aluminate catalysts 
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o.iocr~mr 
«5! 0 . 0 8 r 
ύ 
„· 0.06 

.2 0.04 

ο 0.03 
1/1 
ε 
•S 0.02 

0.01 
0.009 

Ί~Τ I I I I J 

Y O « S . 0 2 -

LEGSNO 

,02 - A L 2 0 3 (HOUORY TYP£ S) 
θ « S.Og - 1% A L 2 Q j 
Q « CLAY CATALYST IFlLTROLl 
+ 'SIC? - MGO 
V » SiOg - ZROg 

20 40 45 25 30 35 
% Gasoline, eat. A. 

Journal of the American Chemical Society 

Figure 5c. Quinoline chemisorption at 315°C as a function 
of activity for cracking light East Texas gas oil (4) 

Table III. Methods of Preparing and Designating Alumina Catalysts 

Temp., Conditions, Wt % Area, 
Catalyst Method of prepn. °C hratm Naor(K) m2/g 

1 A (pure) 400 4(10mm) — 246 
2 A 600 4(10 mm) — 147 
3 A 700 4(10 mm) — 152 
9-1 A impreg. with N a O H 600 4 N 2 0.11 280 
9-2 A impreg. with N a O H 600 4 N 2 0.2 — 

9-3 A impreg. with N a O H 600 4 N 2 0.4 — 

10-1 A impreg. with N a C l 600 4 N 2 0.2 — 

10-2 A impreg. with NaCI 600 4 N 2 0.6 215 
10-3 A impreg. with N a C l 600 4 N 2 1.5 — 

11(2)* C (in N a O H ) 600 4 N 2 0.65 371 
11(4)' C (in N a O H ) 600 4 N 2 — — 

11(6)° C (in N a O H ) 600 4 N 2 — — 

18 C (in K O H ) 360 16 N 2 — — 

19 C(7)° (in K O H ) 360 16 No (0.09) 384 
19° C ( 7 ) e ( i n K O H ) 700 4 N 2 — 298 

a Number of washings after precipitation. 
b Data of Pines and Haag (5). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



278 CHEMICAL REACTION ENGINEERING 

Ο Q. - cç -

c c 
II (a) C C C = C — > C C C C —>• 

C C 
2 ° 

C C C C CC 
II - H + I I M cccc — * - cc=cc + c-eec + 

3' 

C C C C 
I I +11 

(b) C C — C C — > C C — C C — > 
go χ ο 

C c 
+1 - H + I 

C C C C C i» C C ^ O ^ C C 
2 ° 

C C C 
+ 1 1+ I 

(c) C C C C C — > C C C C C —> ccc=cc 
2 ° 2" 

c c 
(<I) C C C C C — > C C C C C — > 

3 ° 1° 

C C C C C C — > C C C C ^ - C ^ 
2 ° 

ΙΠ CCCC-OH—»·Η2θ + C = C C C 

+ C C s C C 

I 
Figure 6a. Model reactions used to evaluate relative activi

ties of aluminas 
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7. BUTT Catalyst Deactivation 279 

decreases the acidity of these materials relative to the isopropoxide prepa
rations, and the model reactions used were chosen to provide some detail 
about these changes. These reactions, shown in Figure 6a, are (I) the 
isomerization of cyclohexane ( C H ) , (II) isomerization of 3,3-dimethyl-
1-butene (3 ,3 -DMB) , and (III) the dehydration of 1-butanol ( B u O H ) . 
Carbonium ion mechanisms are involved in all these reactions, and the 
relative stability of these ions ( 3 ° > 2 ° > 1 ° ) can be used as a measure 
of the acid strength required to catalyze its rearrangement. Hence the 
C H isomerization (2° 1 ° ) should be more difficult to carry out on a 
given surface than 3 ,3-DMB ( H a ) isomerization, where the 2° 3° re
arrangement is involved. Subsequent steps in the 3 ,3-DMB sequence of 
II are also of interest. Step l i b , yielding 2-methylpentene from 2,3-DMB, 
is a 3° -> 1° transformation and would proceed more slowly than the 
first step. Similar deductions can be made concerning l i e and l i d as 
shown; the point is that it is not only the total reaction of 3 ,3-DMB which 
can be used to indicate some measure of total acidity but also the selec
tivity between the individual steps which can be used to give some 
indication of the distribution of acid strength. Rearrangements via 1° 
carbonium ions would occur only on relatively strong acid sites at meas
urable rates, 2° and 3° on both strong and weak sites. Finally, alcohol 
dehydration should also occur on both strong and weak acid sites. 

The results (relative catalytic activity here based on conversion under 
set conditions rather than directly determined rates) for C H isomeriza
tion are in good agreement with expectations based on catalyst acidity. 
The pure isopropoxide catalysts demonstrated high activity for the isomeri
zation, while the alkali doped types had very little activity for C H isom
erization. The 3 ,3 -DMB isomerizations were also in line with expectation, 
although the results here were somewhat more complex. The over-all 
degree of isomerization was higher than for C H for all catalysts, indicating 
that some acidity was effective in this reaction which did not participate 
in the C H isomerization, although the product distributions did vary 
considerably for the differing materials. Butanol dehydration also occurs 
on all types at conversion levels above the C H isomerization, again with 
a wide variation in product distribution (between selective 1-butene or 
an n-butene mixture). 

Generally, all the experimental results are in accord with the expecta
tion that there exists a distribution of acid site strength on alumina, but 
this is far from all the information available to us from the study. What 
are the factors which affect this acid strength which so markedly affects 
the catalytic properties of an alumina? Surface hydration is one choice 
since cracking catalysts require a small concentration of water for maxi
mum activity. The C H isomerization was conducted with a series of 
isopropoxide catalysts heated to differing levels before use, and the meas-
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100 

Journal of the American Chemical Society 

Figure 6b. Isomerization of cyclohexene (410°, HLSV 2.0): as 
a function of calcination temperature of alumina. Solid line, isom
erization activity per unit volume; dashed line, isomerization 

activity per unit surface area (5). 

ured specific isomerization activity is determined as a function of cal
cination temperature, as shown in Figure 6b. Sintering resulting from 
the treatment at different temperatures is accounted for in the specific 
activities, so there appears to be a quite strong dependence of the cata
lytic properties (i.e., strongly acidic properties) on the calcination tem
perature. Since the latter would determine equilibrium surface water 
content, one infers that acidity, activity, and surface hydration are all 
related. Subsequent experiments of this sort gave similar results for the 
3,3-DMB isomerization; hence the hydration effect appears related to 
total acidity. It is also interesting to note that very large amounts of 
water on the surface (lower calcination temperatures) act as a poison 
for the isomerization activity while at the opposite end of the scale some 
water is required for catalytic activity. These notions of surface hydration 
are consistent with dissociative adsorption of water via hydroxylation of 
the surface aluminum and protonation of the oxide; the acidity of the 
surface arises from sites corresponding to partial hydration. Peri (12) has 
been able to use this as the basis for a Monte Carlo simulation of the 
surface hydration of alumina which results in a reasonable interpretation 
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7. BUTT Catalyst Deactivation 281 

of observed infrared spectra in terms of particular groupings of partially 
hydrated sites, and the approach has recently been extended successfully 
to the prediction of reaction selectivity (between olefin and ether forma
tion) for ethanol dehydration as a function of surface hydration (13). 

A second factor affecting the acidity of the catalysts of Pines and 
Haag is certainly the amount of alkali incorporated into the impregnated 
or aluminate samples. Figure 6c gives some of the results of tests con
ducted on both C H and 3 ,3-DMB isomerizations, and the butanol dehy
dration. In all cases the activity is diminished by the presence of the 
alkali, and the similarity in behavior for the various reactions again sug
gests that similar types of sites are responsible for the catalytic properties 
of the alumina. The aluminate catalysts are poisoned by alkali contents 
an order of magnitude smaller than those shown for the impregnated 
material; presumably this is related to the distribution of poison on the 
internal surface of the alumina as well as the mechanism of poisoning. 
The question of poison distribution is one to which we shall return later 
i n more detail with regard to simultaneous diffusion and deactivation 
phenomena. 

In summary high activity can result either from a large number of 
acid sites or strong acidity of the sites. The C H isomerization is a measure 

100 Γ 

\ 
O N X 

0 NoOH impregnated 

X NoCl impregnated 

0 
0.5 1 
Sodium, wt. % . 

1.0 1.5 

Journal of the American Chemical Society 

Figure 6c. Isomerization of cyclohexene (dotted line), of 3,3-
dimethly-l-butene (solid line), and dehydration of 1-butanol 
(dashed line) over impregnated aluminas (350°, HLSV 2.0) (5) 
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282 CHEMICAL REACTION ENGINEERING 

of strong acid sites, dehydration a measure of total acidity. Similarly the 
extent and selectivity of the 3 ,3-DMB isomerization is a measure of total 
acidity (over-all conversion), weak acidity (production of primary prod
uct 2 ,3 -DMB) and strong acidity (further isomerizations to 2- and 3 - M P ) . 
Aluminas without alkali poisons have a strongly acidic surface, those 
prepared from the aluminate have no strong acid sites, but are weakly 
acidic, while impregnation seems to deactivate both strong and weak 
sites indiscriminately. From further experiments on the adsorption of 
alkali, Pines and Haag obtain values of about 10 1 3 strong acid sites per 
c m 2 (aluminate measurements), and about 7.5 Χ 10 1 3 total sites involved 
in 1-butanol dehydration (Figure 7c). Thus pure alumina has roughly 
10 1 4 acidic sites per cm 2 , with about 10% of this number effective i n 
isomerization. 

W e recall that Mil ls et al. correlated the activity of alumina and 
silica-alumina with quinoline adsorption, and the amine index is a wel l 
known means for determination of the acidity of solid surfaces. A n inter
esting further result obtained by Pines and Haag is the relationship 
between amine index and catalytic activity. Apparently the index meas
ures total acidity, and hence one can determine relative activities for a 

loo ι 1 

Journal of the American Chemical Society 

Figure 7a. Comparison between trimethylamine adsorption and 
isomerization of cyclohexene (410°, HLSV 0.5) (5) 
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0 0.04 0.08 0.12 
Amine index, mmoles./g. 

Journal of the American Chemical Society 

Figure 7b. Cychhexene conversion (350°, HLSV 2.0) vs. 
acidity; aluminas: O, NaOH impregnated; ·, from potassium 
aluminate; Δ, NaCl impregnated; A, from sodium aluminate; 

X , from isopropoxide (5) 

Amine index, mmoles/g. 

Journal of the American Chemical Society 

Figure 7c. Conversion of 3,3-dimethyl-l-butene (350°, HLSV 
2.0) vs. acidity; alumina from isopropoxide: O , NaOH impreg

nated; 0, NaCl impregnated (5) 
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100 X • 
• 

X 
ο 

50 

Ο Ο 

Ο 
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ο 0.04 0.08 
Amine Index, nimoles/g. 

0.12 

Journal of the American Chemical Society 

Figure 7d. Dehydration of 1-butanol (350°, HLSV 2.0) vs. 
acidity; alumina: X , from isopropoxide; ·, from potassium 
aluminate; M, from sodium aluminate; O, NaOH impregnated; 

Ο, NaCl impregnated (5) 

"family" of related aluminas, as shown on Figure 7a-c. However, if one 
attempts to compare activity for aluminas from different sources, no cor
relation is obtained, as shown by the differing curves on Figure 7b for 
the three types of alumina in a strong acid reaction, or the shotgun pattern 
of Figure 7d for a total acid reaction. The fact that amine index is gen
erally a satisfactory measure of cracking catalyst activity is at least indi
rect evidence of a relatively homogeneous acidity of the sites on si l ica-
alumina. Since two types of sites are indicated in Figure 5a, it might be 
concluded that only one is effective in determination of the cracking 
activity. 

The results with trimethylamine chemisorption on alumina are thus 
in good agreement with the reaction experiments. While elucidation of 
the detailed catalytic chemistry of alumina is not the object of the present 
discussion, it is interesting to note that much of what was learned in this 
study was accomplished by specific studies of the poisoning behavior of 
the catalyst. 

S U R F A C E O X I D A T I O N E F F E C T S O N C A T A L Y T I C A C T I V I T Y . This example 

study by Parravano (6) illustrates a common problem in many oxidation 
catalysts where the "active" or lattice oxygen of the solid material is in
volved in the reaction. Such systems appear particularly confusing on 
first sight since it seems impossible to reproduce activity or to obtain a 
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7. BUTT Catalyst Deactivation 285 

consistent interpretation of the kinetics. The reduction of the surface and 
the accompanying change in activity may not be poisoning in the normal 
sense of the term, but the effects are similar. For the C O oxidation on 
N i O investigated here, initial rate of reaction data were not correlated 
by any standard kinetic expression, rather the initial rates of reaction 
appeared to be represented by an Elovich equation: 

rT = ae-a'x (5) 

in which r is the rate in terms of fraction converted per time, a and a are 
the Elovich constants, and χ is the fraction converted. Figure 8a shows 
the initial rate data obtained in a constant volume experiment, plotted 
according to the integrated form of Equation 5. A t longer reaction times, 
large deviations from the Elovich correlation were noted, which indicated 
that after this initial period of rapid activity decrease, stabilization of 
the catalyst occurred and higher conversion data could be correlated by 
a conventional first-order plot at the lower temperatures or with an ap
parent order of 1.25 at the higher temperatures. The first-order results 
are shown in Figure 8b. The apparent activation energies determined 
were 9.7 kcal/mole for the Elovich region and 2.2 kcal/mole for the low 
temperature-high conversion experiments, indicating a considerable dif
ference in the mechanism of oxidation in the two regions. Pretreatment 
of the catalyst with carbon monoxide (no oxygen) eliminated the Elovich 

1.0 1.5 2.0 2.5 
log (/ + to). 

Journal of the American Chemical Society 

Figure 8a. Initial rates of carbon monoxide oxidation on nickel 
oxide: (0.483 g); p c o , 186 mm.; p 0 2 , 94 mm.; β , 16Γ; Δ, 181°; 

©,200° ; Ο , 212° (6) 
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286 CHEMICAL REACTION ENGINEERING 

Journal of the American Chemical Society 

Figure 8b. Carbon monoxide oxidation on nickel oxide: p c o , 
186 mm.; p 0 2 , 94 mm.; low temperature range: O , 106°; Q, 

125°; Θ, 147°; Δ, 174° (6) 

region from observed behavior, but 0 2 pretreatment d id not. This gives 
strong evidence that the initial process on fresh catalyst consists in the 
removal of C O by excess 0 2 on the surface. After this initial period of 
operation the surface establishes an equilibrium with the reaction mix
ture; hence the reaction sequence is explained by the following: 

Ο · S + C O - H > S + C 0 2 (fast) 

S + 1/2 0 2 *± Ο · S (slower) 

The initial stabilization occurs through the predominance of the first 
reaction, with the steady-state activity level attained when the [O · S] 
adjusts to equilibrium with the 0 2 partial pressure. 

M u c h effort has been expended in various phases of oxidation cataly
sis to relate activity properties to the oxidation state of the surface. In 
addition, one may wish to know the selectivity of the catalyst as well in 
hydrocarbon oxidations. The reader is referred to an interesting study 
by Callahan and Grasselli (14) for an example of one method of analysis 
of the selectivity problem. 

Coke Formation in Hydrocarbon Reactions. Over the years it has 
become apparent that the chemical details of coke formation mechanisms 
are not as amenable to inspection nor as obvious as the mechanisms of 
chemical poisoning. O n the other hand, the kinetics of coke formation 
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7. BUTT Catalyst Deactivation 287 

have been relatively thoroughly investigated (albeit indirectly in most 
cases). O n most catalysts used in hydrocarbon reactions where coking 
is observed, highly unsaturated species of high molecular weight are ad
sorbed preferentially, and in particular, polyring aromatics have been 
associated with coke formation. After adsorption, these aromatics un
dergo further condensation and hydrogen elimination on the surface to 
form hydrogen-deficient coke. In this section we present a more or less 
chronological development of information in this area. 

The starting point for developing the technology of catalyst fouling 
would be the early, empirical correlations of carbon formation in fixed 
bed cracking, such as those of Voorhies (2) . The basic correlation is 
shown in Figure 9a, in which each point represents a run on a fresh or 
regenerated catalyst for the time indicated. The result obtained, for 
differing catalysts, feed materials, and feed rates at fixed temperature is a 
correlation of the form: 

Cc = Αθη (6) 

in which Cc is the concentration of carbon on the catalyst (which may 
be related to the activity s as used in Equation 1), A and η are the corre
lation constants, and θ is the length of the process period involved. 

One of the problems involved in the specific results obtained by 
Voorhies was the apparent independence of the coking correlation of 

WEST TEXAS GAS OIL - NATURAL CATALYST 1.2 V/V/HR. # 
EAST TEXAS GAS 01 L - SYNTHETIC CATALYST 0.3 V/V/HR. φ 

0.6 V/V/HR. Π 
1.2V/V/HR. A 

CRACKING Τ ΙΜΕ,ΜΙΝϋΤΕβ 

Industrial and Engineering Chemistry 

Figure 9a. Carbon formation vs. cracking time in fixed-bed catalytic 
cracking (2) 
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Industrial and Engineering Chemistry 

Figure 9b. Carbon formation vs. cracking temperature for 
2-hour cracking periods (2) 
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VOLUME % CONVERSION 
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Industrial and Engineering Chemistry 

Figure 9c. Carbon yield vs. feed conversion for fixed-bed 
catalytic cracking of an East Texas gas oil with synthetic 

catalyst (2) 
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7. B U T T Catalyst Deactivation 289 

feed rate; this point has been restudied by several workers, and the con
sensus is that feed rate is important in determining the constants of 
Equation 6. W e shall see some more detailed explanations later. 

The temperature dependence of carbon deposition is not unlike those 
characteristic of chemical reaction (i.e., log rate vs. 1/Γ) although tem
perature rather than its reciprocal is plotted on Figure 9b. It would, 
however, probably be incorrect to pursue the analogy too far, other than 
to remark that an activation energy corresponding to these data is rather 
low compared with many chemical reactions and may indicate diffusion 
control. 

10 15 20 25 30 40 50 60 60 100 150 200 250 

C RACKING ΤΙΜΕ,ΜΙΝϋΤΕ S 

Industrial and Engineering Chemistry 

Figure 9d. Feed conversion vs. cracking time and feed rate for fixed-bed 
catalytic cracking of an East Texas gas oil with synthetic catalyst (2) 

A correlation was also obtained by Voorhies between carbon yield 
and conversion, depicted in Figure 9c, which suggests the relationship of 
the coking reactions to the other reactions occurring. Further, since 
carbon yield is a function of process time (Figure 9a), and conversion 
is a function of carbon yield (Figure 9c), then one should obtain some 
correlation between conversion and process time, as indeed is shown in 
Figure 9d. These results correspond to an equation of the form: 

xv = B6mU> (7) 
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290 C H E M I C A L REACTION ENGINEERING 

in which xv is the volumetric conversion, U is the feed rate, and B, m, and 
ρ the correlation constants. 

The general forms of the Voorhies correlations, Equations 6 and 7 
(and particularly the former), fit a very large amount of catalyst deactiva
tion data, not only coking, and are encountered throughout the literature. 
The only difficulty with such results is that they are, after all, only em
piricisms (though very useful ones) and leave one with no clear picture 
of more fundamental information concerning kinetics or possible routes 
for the formation of coke. In addition, a correlation such as Equation 6 
incorporates catalyst deactivation into the formulation of the over-all 
kinetics by way of Equation 1 in an ex post facto fashion. The separable 
form and the fundamental variables of concentration, temperature, and 
time are retained, but Equation 1 becomes: 

rT = r1(iC])r2(T)s(0) (la) 

Despite these shortcomings, it is quite striking that any correlation at all 
could be obtained from such different catalysts, operating conditions, and 
complex feeds. Very extensive applications of correlations of this type 

35 
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ι- 25 
ζ lu ο oc UJ 
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Ρ » 78 / 
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10 20 30 40 50 60 

PROCESS TIME, MINUTES 

70 80 90 

Chemical Engineering Science 

Figure 10a. Conversion vs. process time at various conditions of total 
pressure and H2/C6H12 molar feed ratio (all other conditions "standard') 
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C A R 8 0 N OEPOSlTION, Ce, WT. P E R C E N T 

0.2 0.4 0.6 0.8 1.0 2.0 4.0 6.0 8.0 
- J I I L_J ! I I L_ 

2.0 4.0 6.0 .8.0 10 2 0 4 0 6 0 8 0 

P R O C E S S TIME, MINUTES 

Chemical Engineering Science 

Figure 10b. Decline in activity with process time and with carbon depo
sition ("standard" conditions, except process time) (16) 

to cracking reactions are reported by Blanding (15). Some of the sub
sequent studies we use as illustrations were concerned with experiments 
in more wel l characterized systems to eliminate some of these uncer
tainties. 

Rudershausen and Watson (16) studied the aromatization of cyclo-
hexane on a commercial molybdena-alumina gel catalyst ( 10% molybdena 
as M0O3) with surface area of 90 m 2/gram. The "standard" conditions 
of the studies reported in Figure 10 refer to fixed bed reactor, 31.2 grams 
catalyst, (W/F) of 10.4 grams catalyst/(gram mole C e H i 2 / h o u r ) , pres
sure of 1.7 atm, Τ of 940°F and a H 2 / C e H i 2 molar feed ratio of 4:1. Be
havior similar to that noted by Voorhies was observed in this study. The 
initial very rapid decline in catalyst activity with time of operation 
shown in Figure 10a can be correlated as an exponential function of either 
process time or carbon deposition, Figure 10b. This suggests kinetics of 
the form: 
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292 CHEMICAL REACTION ENGINEERING 

where Κ is some rate coefficient. In contrast to the results of Voorhies, 
however, Rudershausen and Watson observed a strong temperature de
pendence of the coking rate, indicating that their Κ was related to the 
actual coking kinetics. The form of Equation 8 can be related to more 
fundamental events by the following argument. Assume that the reaction 
involved is the addition of an adsorbed molecule of reactant to an adja
cently adsorbed large coke molecule, to produce a yet larger adsorbed 
coke molecule. Hence: 

Α Λ + A - » A n + i 

where A n is the adsorbed coke molecule, A the addition molecule and 
Α Λ + ι the product coke. From a conventional Langmuir-Hinshelwood 

4.5 

ο I 1 1 1 ! 1 1 1 
0 1 2 3 4 5 6 7 
0 0.2 0.4 0.6 0.8 1.0 1.2 1.0 

PM , ATMOSPHERES 

Chemical Engineering Science 

Figure 10c. Effect of partial pressure of hydrogen on 
carbon deposition ("standard? conditions, except total pres

sure and H2/C6H12 motor feed ratio) (16) 
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7. BUTT Catalyst Deactivation 293 

analysis for surface reaction between adjacent sites rate determining, the 
rate of coking is: 

R K'CAU PA /Q\ 
V c { l + K A P A + K R P R + CAN)* 

where C A „ is the concentration of coke on the surface, P A and P R the par
tial pressures of coke precursor and reactants, respectively, and KA, K R , 
and K' are the adsorption and rate constants involved in the L H descrip
tion. Under conditions such that the strong adsorption of coke makes 
the last term in the denominator of Equation 9 predominate, then: 

- ψ (.0) 
' A _ ^ A « 

For a given run under the conditions of the experiments of Rudershausen 
and Watson, PA represents some average value which appears constant; 
hence Equations 10 and 8 are identical, with K'PA = Κ and CAn = Cc. 
Another experimental fact supporting the general form of Equation 9 is 
the suppression of coke formation by increasing hydrogen partial pres
sure, as shown in Figure 10c. This would presumably be not only the 
result of increased adsorption competition, represented by the K R P R term 
but also of some reversal or competition with the coking reaction. 

The dual-site view of the coking mechanism has been supported, at 
least in part, by more recent evidence (17), which we discuss subse
quently. Although the coking certainly affects aromatization activity, it 
is not clear that the identical catalytic functions involved in coking are 
also involved in the main reactions. Prater and Lago (18) studied this 
aspect of the mechanism of coking by looking at the formation of a par
ticular type of coke product formed from cumene hydroperoxide on 
silica-alumina (90 wt % S i Q 2 , 10 wt % A 1 2 0 3 , 350 m 2/gram) which did 
not lead to deactivation of the catalyst. Even though the catalyst was 
not deactivated by this type of coke, however, one could not say that the 
sites responsible for coke formation were different from those active in 
the main reaction since it is quite possible to visualize the kinetic scheme 
as: 

R + S * ± R · S - » P + S (main) 

A + S«=±A · S - » c o k e + S 

where R and Ρ are reactants and products in the main cracking reaction, 
and the scheme does not include coke removing active sites from the 
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294 CHEMICAL REACTION ENGINEERING 

system in this particular instance. This type of scheme leads to a rate 
equation for coke appearance of the form: 

r = K " P a (11) 
T c (1+KAPA + KRPR) K ' 

The experimental data on coke formation are given in Figures 11a and b 
in terms of coke formation as a function of hydroperoxide concentration 
( A in the above reaction scheme) and time of operation. The linear rela
tionship with concentration (actually with mole fraction, xA; Prater and 
Lago reported an independence of rate on total pressure level, but we 

5.0 

4.0 

3.0 

2.0 

1.0 

/ T= 420 C 

10% A1 9 0. - 90% 
0 S i0 9 

2 
o/ 350 m /g 

.002 .004 .006 
MOLE FRACTION OF CUMENE HYDROPEROXIDE 

Advances in Catalysis 

Figure 11a. Percentage of coke by weight on catalyst 
at 4000 sec as a function of mole fraction of cumene 

hydroperoxide in cumene (18) 
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7. BUTT Catalyst Deactivation 295 

200 800 400 600 
TIME, MIN. 

Advances in Catalysis 

Figure lib. Percentage of coke by weight on catalyst 
as a function of time for cumene containing 0.28 mole 

% cumene hydroperoxide (18) 

w i l l not concern ourselves with that for the present purpose), and the 
nearly square root dependence on time can thus be written as: 

Ce—(2K6)^PA 

which is obtained from the rate equation: 

dCr KPA
2 

d$ 

(12) 

(13) 

Obviously, the forms of Equations 11 and 13 are not compatible, and 
again the indication is that coke is not formed by direct action of cracking 
sites but possibly by some other activity which, in the case of coke pro
duction which deactivates the catalyst, yields a product that subsequently 
is adsorbed strongly on the active cracking sites. Figures 11c and l i d 
indicate that this type of behavior is also observed with more complex 
feed materials which also contain inhibitors whose cracking reactions 
are similar to those of cumene hydroperoxide. Results such as those of 
Rudershausen and Watson and Prater and Lago, thus, establish at least 
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296 CHEMICAL REACTION ENGINEERING 

a primitive case for the existence of a kind of bifunctionality in the cataly
sis of coke formation in cracking reactions, even on different types of 
catalysts. Mechanistic speculation aside, however, our real interest in 
these results at this point of the discussion is the demonstration of the 
existence of Voorhies-type relationships in differing reactions and differ
ing catalysts by different investigators, and the fact that such results can 
be related to plausible kinetic schemes. 

3 . 0 

o l ι ι ι ι I 
0 . 2 0 . 4 0 . 6 0 . 8 0 1.00 

V O L U M E F R A C T I O N O F L E T G O 

Advances in Catalysis 

Figure 11c. Percentage of coke by weight as a function of vol
ume fraction of light East Texas gas oil present in cumene (18) 

More recent and detailed experimentation on the kinetics of coke 
deposition by Eberly et al. (17) has shown that the correlations are not 
quite as simple as those originally indicated by Voorhies. Their work 
was conducted with n-hexadecane and L E T G O feeds, cracked at 500°C 
by a 13% A l 2 0 3 - 8 7 % S i 0 2 catalyst of 382 m 2/gram surface area. One 
of the purposes was to test the validity of the Voorhies form over a wider 
range of test conditions than reported previously, and some of the primary 
results are given in Table IV. Excellent correlation by the form of Equa
tion 6 is obtained in all cases, but the data in the table indicate that the 
values of the correlation constants are definite functions of reaction con
ditions and feed composition. Of particular interest are two factors, ( a ) 
variation of the correlation with feed rate, which was not found by 
Voorhies, and (b) the range of values of n. 
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100 200 
T I M E . M I N . 

Advances in Catalysis 

Figure lid. Effect of amount of coke deposited on catalyst as a function of 
time for cracking of light East Texas gas oil. The solid line represents the 

relationship: % coke = 0Α7Λ^ t (min.) (18). 

Table IV. Constants in C( = Αθη 

Fixed bed of 13% A l 2 0 3 - 8 7 % S i 0 2 at 500°C a 

Feed Vol/Vol/Hour A, wt % η 

n-Hexadecane 0.2 0.049 0.97 
0.5 0.11 0.86 
1 0.16 0.78 
2 0.22 0.70 
5 0.29 0.60 

10 0.31 0.52 
20 0.29 0.44 

East Texas light »as oil 0.5 0.25 0.82 
2 0.52 0.70 
5 1.05 0.42 

10 0.90 0.41 

"Data of Eberly et al (17). 
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Industrial and Engineering Chemistry 

Figure 12a. Carbon formation on 13% Al203-87% Si02 from cracking of 
n-hexadecane at 500° C (17) 

Considering the latter point first, a number of workers (18) had 
obtained correlations with the square root of time, and this had been 
interpreted in various quarters as being indicative of a diffusion limitation 
in coke formation. We already know this is not necessarily so since the 
η — 1/2 could be obtained from perfectly respectable kinetics as in the 
case of Rudershausen and Watson; however, the range of η values in 
Table I V provides additional support to the hypothesis that coking is not 
a universally diffusion-limited process. In addition, Eberly et al. investi
gated the effect of particle size on net carbon deposition, finding no de
pendence on size in the range 75-2400 microns. This again is evidence 
for the absence of diffusional effects. 

The experimental results demonstrating dependence of coking kinet
ics on space velocity are shown in Figure 12a, where the solid lines repre
sent a regression fit to the experimental data. The form of dependence 
varies somewhat with time of operation but over limited ranges of space 
velocity (Voorhies observed vol/vol/hour from 0.3 to 1.2), particularly 
at longer reaction times, the carbon deposition is nearly independent of 
feed rate. A cross plot of the regression lines in Figure 12a can be used 
to obtain carbon deposition profiles i n a fixed bed, Figure 12b; these are 
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7. BUTT Catalyst Deactivation 299 

very strong functions of feed rate and in some ranges indicate a maximum. 
Maximum carbon deposition corresponds to minimum catalytic activity, 
and it is worth noting that even with such variable and spatially dis
tributed bed activity very similar characteristics in terms of conversion 
vs. time for the reactor over-all are observed. Figure 12c illustrates the 
similarity of results obtained with n-hexadecane to a cracking feed more 
representative of reality. 

Another kind of question can be asked regarding the interrelation 
between diffusion and coking, this being whether the formation of coke 
has any effect on the catalyst diffusivity. In such an event, one would 
visualize the coke formed as building up in layers, shutting off some pores 
of the catalyst structure entirely and reducing the dimensions of others. 
Ozawa and Bischoff (19) have conducted experiments with ethylene 
cracking at 350°-500°C and 1 arm on a commercial sihca-alumina cata
lyst ( M o b i l Durabead, 90 wt % S i 0 2 , 9.7 wt % A 1 2 0 3 , —200 m 2/gram) 
to investigate this point. Some of their typical results are shown in Table 
V . The effective diffusivity data indicate that except for some decline 

o.i 
0.3 

I MIN 

1 1 I I 1 1 1 » I I M 1 1 1 
0.6 I 2 3 

V / V / H R . 

6 8 10 20 

Industrial and Engineering Chemistry 

Figure 12b. Carbon formation on 13% Al203S7% SiOz 

from cracking of East Texas light gas oil at 550°C (17) 
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0.1 1.0 0.3 0.4 0.5 0.6 0.7 
X , FRACTIONAL LENGTH OF BED 

Industrial and Engineering Chemistry 

Figure 12c. Weight per cent carbon on catalyst as a function of bed length. 
n-Hexadecane at 500°C and 60-minute cycle time. Numbers indicate v/v/hr 

(17). 

Table V . Effect of Coke on Dif fusivi ty" * 

Sample 

C A T - C 
C A T - C 
C A T - C 
C A T - B (fresh) 
C A T - B 
C A T - B 
C A T - B 

Wt % Coke 
on CAT 

0.395 
0.521 
0.954 
0.0 
0.201 
0.584 
0.274 

Before Regeneration 
Diffusivity 
sq cm/sec 

0.0104 
0.0104 
0.0090 
0.0217 
0.0175 
0.0174 
0.0188 

After Regeneration 
at450°C 

Diffusivity 
sq cm/sec 

0.0094 
0.0104 
0.0086 

0.0192 
0.0196 
0.0188 

Surface Area of Fresh and Coked Catalyst 

Wt % Coke 
on Catalyst 

0.0 
0.20 
0.39 
0.58 
0.95 

Surface Area, 
m2/g 

211 
208 
202 
200 
213 

* Hydrogen at room temperature. 
* Data of Ozawa and Bischoff. CAT-B—Particle diameters between 4.76 and 3.36 

mm; CAT-C—Particle diameters between 3.36 and 258 mm. 
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7. BUTT Catalyst Deactivation 301 

which is associated with the initial lay-down of coke on the surface, the 
mass transfer characteristics of the catalyst are unaffected by carbon depo
sition. (The self-consistency of diffusion results is such that the experi
mental values of diffusivity are the same before and after regeneration 
within experimental error.) In addition, measurements of the total sur
face area ( B E T ) indicate essentially no variation with coke formation, 
in support of the diffusivity results. 

2.0 

2 

1 1 1 1 1 1 ' 

- M 

092 

— 

o -

_ 
α 091 

1 I 1 1 

• 
089 

1 

Ο 

Ι 
) 10 20 30 40 

PROCESS TIME (Mlft.) 
50 60 

Industrial and Engineering Chemistry 

Figure 13a. Relation of conversion to process time (catalyst deactivation) 
(19) 

In their experimental measurements of conversion vs. process time, 
shown i n Figure 13a, Ozawa and Bischoff noted an initial rapid decay in 
activity, followed by a slower, long term transient. Similar behavior had 
been noted by several prior workers, such as Rudershausen and Watson 
(Figure 10a) with cyclohexane aromatization on molybdena-alumina 
and Pozzi and Rase (20) with isobutylene hydrogénation on Ni-kiesel-
guhr; hence, it was postulated that the coking rate could arbitrarily be 
associated with one of two regimes, depending on the level of coke depo
sition or process time. They were able to check this experimentally, using 
a direct and continuous gravimetric measurement of the total catalyst 
weight, the variation with time being attributed to coke deposition. The 
results for C A T - B and C A T - C are shown in Figures 13b and c; these 
precise measurements clearly indicate that two straight lines on the log-
log correlation, intersecting at a time of about 10 minutes, are required 
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ι — ι 1 1—1 I I I 

coil I 1 I I I I I I I 
I 3 5 10 20 30 40 50 60 

PROCESS TlME(Min) 

Industrial and Engineering Chemistry 

Figure 13b. Relation of weight per cent coke on catalyst to process time 
(Catalyst B) (19) 

to represent the coke concentration on catalyst via a Voorhies correlation. 
W e shall see later that such behavior is not inconsistent with a type of 
diffusion-limited coke deposition in which a coke layer is progressively 
deposited within the catalyst structure. The values of the Voorhies ex
ponent for the coking at θ > 10 minutes obtained by Ozawa and Bischoff 
for differing flow rates and temperatures, are given in Table V I . Again, 
a range of values for η is obtained, generally increasing with increasing 
temperature which is, of course, opposite to what would be expected if 
coking rates were diffusion limited. 

There are surprisingly few studies in detail of the possible chemical 
mechanisms of coke formation, but the work which has been done is quite 
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7. BUTT Catalyst Deactivation 303 

informative in some aspects and does not conform exactly to the expecta
tions one might have as a result of the investigations we have just dis
cussed. One relatively recent and detailed study of the mechanism of 
coke formation is that of Appleby et al. (21) who were concerned with 
determination of the importance of aromatic content on the extent of coke 
formation, the mechanism of coke formation via aromatic reactions, and 
the contribution of very reactive compounds such as olefins to the over-all 
coke formation. Although we have seen that noncyclic materials can lead 
to significant coke formation, as in the studies of Rudershausen and Wat
son and Ozawa and Bischoff, the bulk of evidence is that the aromatic 
content of process streams is primarily responsible for coking. Typical 

30 40 90 60 

PROCESS TIME (Min.) 

Industrial and Engineering Chemistry 

Figure 13c. Relation of weight per cent coke on catalyst to process time 
(Catalyst C) (19) 
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304 CHEMICAL REACTION ENGINEERING 

of such structures are benzene, naphthalene, phenanthrene, chrysene, and 
pyrene rings with various alkyl substituents. In cracking reactions, the 
side chains are effectively removed first, so the bare ring structures seem 
to be the important intermediates i n coke formation. A n indication of the 
importance of aromatic content is shown i n Table VI I , where the coke 
yield of a hydrogenated cycle oi l is about one-third that of the nonhydro-
genated material. The monoaromatics here are mostly Tetralin and indane 
types, diaromatics are naphthalenes, triaromatics phenanthrenes, and 
higher pyrene, perylene, etc. 

The experiments reported by Appleby et al. consisted of cracking a 
series of aromatic, naphthenic, heterocyclic, and paraffinic hydrocarbons 
on either a commercial silica-zirconia-alumina catalyst (86.2/9.4/4.3 wt 
% ; U O P Type B ) or a synthetic silica-alumina (90/10 wt % ; American 
Cyanamid Co . ) . The reaction conditions generally were 500°C, 1 atm 
reactant pressure, and flow rates on the order of 10 moles/liter/hour. 
One series of experiments was conducted with n-butene and 1,3-butadiene 
to investigate the coking properties of olefins, which although not of the 
structure of the final coke product, are nonetheless very reactive com
pounds which could interact with already adsorbed species and undergo 
condensation and hydrogen elimination. A t 500°C a substantial amount 
of higher boiling products was produced, 22% by wt in the case of 
n-butene, of which half was aromatic. The coke formation was about 15 
wt % of charge and contained 4.9 wt % H 2 , compared with 14.3% 
H 2 i n the feed. Since similar results were obtained with the butadiene, 
it was concluded that even with low molecular weight straight-chain 

Table VI. Exponent in Voorhies Correlation" 

Reaction CJik 

Run Temp., Flow Rate, n, 
No. °C cc/min θ > 10 

Reactor A 

077 
096 
075 
094 
097 
082 
083 
098 
080 
081 
099 

499 
499 
498 
500 
450 
449 
450 
400 
399 
399 
350 

100 
75 
50 
30 
75 
50 
30 
75 
50 
30 
50 

0.902 
0.885 
0.913 
0.881 
0.742 
0.820 
0.841 
0.625 
0.736 
0.605 
0.554 

"Data of Ozawa and Bischoff (19). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



7. BUTT Catalyst Deactivation 305 

Table VII. Aromatics Composition and Coke Formation from a 
Recycle Oil before and after Hydrogénation" 

Recycle Oil 

Hydrogenated 

H 2 added, cu ft/bbl 0 745 
Aromatics content, mmoles/100 grams 

monoaromatics 27 102 
diaromatics 39 15 
triaromatics 73 8 
higher 23 5 

Coke yield in catalytic cracking, wt 
% of feed, at 50% conversion 13 4 

"Data of Appleby et al. (21). 

hydrocarbons (excluding paraffins, which were found generally unreac-
tive at these conditions) polymerization and cyclization reactions occur 
which produce significant quantities of aromatics and low hydrogen coke. 

Experiments conducted with polycyclic aromatics and some hetero
cyclic compounds containing S, N 2 , and 0 2 determined the coke forma
tion on catalyst at the conditions as shown in Figure 14a. The general 
characteristics of coking behavior are indicated by the sequences shown 
i n the figure. Coke formation is more pronounced in condensed rings 
(naphthalene anthracene, etc.) than in linked rings (biphenyl - » ter-
phenyl, etc.), while with the heterocyclic materials the hydrocarbon 
analog was always most productive of coke. The conversion of nitrogen 
bases such as quinoline is in general accord with the results of Mil ls et ai., 
discussed previously. 

In the cracking of both olefins and aromatics, substantial reductions 
in surface area were obtained: n-butene and phenanthrene giving similar 
results of 22 and 33% loss in surface area at 2.8 and 10.4 wt % coke on 
catalyst, respectively. This is, of course, in considerable disagreement 
with the results of Ozawa and Bischoff, although the levels of coke depo
sition were somewhat lower in their study. This point seems to be the 
focus of considerable disagreement among various experimental results 
reported in the literature. Other conflicting studies, for example, are 
those of Ramser and H i l l (22) who found a 27% decrease in surface on 
formation of 2.2 wt % carbon, and Haldeman and Botty (23) who found 
very little effect of coke deposit on either surface area or pore size dis
tribution at levels on the order of several wt % . Since the catalysts used 
in the various studies were somewhat different, however, one must con
clude that the effect of coking on the mass transfer characteristics of 
cracking catalysts is structure sensitive, and each case must be examined 
individually. 
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CO 
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9> 
A*>S T E R P H E N Y L . 8.2 

(DIBENZOFURAN) 4.8 

P H E N A N T H R E N E , 6.8 

ACRIDINE, 21.3 

DIBENZOTHIOPHFNK. 3.2 

c e o o x / \ 
J A N T H R A C E N E . 23.0 / \ 

C H R Y S E N E , 16.6 P Y R E N E . 14.2 

a) U MINUTE PROCESS PERIOD (9. 10-DIHYDROANTHRACENE)" ' 13.2 

Industrial and Engineering Chemistry 

Figure 14a. Coke formation from poly cyclic and heterocyclic aromatics over 
fresh silica-alumina catalyst. Temperature = 500° C; process period = 15 
minutes; pressure = atmospheric; flow rates = ca. 10 to 13 moles/liter/hour, 
except for compounds named in parentheses; numbers indicate coke as weight 

per cent of catalyst (21 ). 

The point has been considered in detail by Levinter et al. (24) in a 
series of coking experiments on silica-alumina catalysts, the most impor
tant of which involved styrene—benzene mixtures at 500°C and L H S V 
of 5 cc/hour-gram catalyst. In all cases a limiting degree of coking was 
observed, which varied with styrene concentration (benzene being essen
tially inert for coke formation under the conditions employed), with 
catalyst average pore radius and with flow rate and average catalyst 
grain size. This limiting degree of coke formation, however, d id not in 
general correspond ( in terms of wt % coke on catalyst) to the maximum 
possible amount of coke deposition computed from known catalyst poros
ity and coke density, about 68% for the experimental materials used. The 
limiting amount varied from 10 to 50 wt % on catalyst but generally was 
associated with a lower limiting specific area of around 2m 2/gram (initial 
surface areas were not reported ), which indicates strongly that the limiting 
value of coke formation corresponds to pore blocking and consequent 
elimination of accessible surface. This pore blockage may occur more or 
less uniformly throughout the catalyst structure, or, if temperatures are 
high and coking rates large, in a discontinuous reaction zone or shell 
(discussed later in detail). 
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7. BUTT Catalyst Deactivation 307 

The quantitative results of Levinter et al. are probably of less interest 
than the demonstration that pore blocking can occur on coke deposition 
to various extents depending strongly on catalyst properties and reaction 
conditions. Hence, under extreme conditions it might be possible to 
eliminate completely accessible surface at very low total levels of coke 
on catalyst while under more moderate conditions near-theoretical l im
iting amounts would be required before surface access was denied. The 
results of various workers concerning changes in diffusivity and surface 
area which we have discussed, then, are not necessarily i n conflict; one 
can conclude that coke formation can, under proper conditions, sub
stantially alter physical and transport properties of catalysts as wel l as 
their activity. 

Table VIII. Reaction of a Benzene—Naphthalene Mixtured 

Composition, 78 mole % benzene 
+ 22 mole % naphthalene 

Temperature, 500°C 

Process period, 1 hr 
Pressure, atmospheric 
Flow rate, 6.0 moles/liter/hr 
Catalyst, fresh silica-alumina 

Fraction 

Charge, wt % 
Analysis 

carbon 
hydrogen 
ash* — 

Loss on heating c — 

Distillate41 

Residue 
Below 161- 261- above 

Gas 161 °C 261°C 492°C 492°C 

0.01 69.52 23.79 0.18 2.26 

93.7 93.4 95.2 
— 6.3 6.6 4.8 

Some Polycyclic Aromatics Identified in Residual Oi l 
from Benzene—Naphthalene Mixture 

Polycyclic 

Fluoranthene 
Perylene 
Benzofluoranthene 
1,2-Benzanthracene 
Chrysene 
Pyrene 

Relative 
Molar 

Quantities 

6 
4 
1 
3 
3 
1 

Coke 

2.63 

85.2 
2.9 

11.9 
1.5 

a An effort was made to separate roughly the benzene, combined naphthalene, and 
methylnaphthalene fractions, and higher boiling distillate. The temperatures listed 
are of the vapor in a Claisen flask. The quantities of material involved were too small 
to avoid some remixing in the take-off manifold. 

b By combustion of coke remaining after NaOH dissolution of catalyst. 
e In nitrogen at 200°C. 
"Data of Appleby et al. (21). 
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308 CHEMICAL REACTION ENGINEERING 

The structure of the coke layer deposited by various hydrocarbons 
was examined by Appleby et al. via x-ray diffraction; it was concluded 
that all deposits were quite similar, involving a turbostratic layer struc
ture suggestive of condensed aromatic nuclei of high molecular weight 
serving as the reaction intermediates in coke formation. 

One particularly interesting result shown in Figure 14a is the very 
high activity of anthracene and other condensed aromatics in coke forma
tion, which led Appleby et al to postulate that interactions involving 
benzene and naphthalene might be taken as representative of important 
reaction paths in coke formation. The results of some experiments along 
this line are given in Table VIII . The product fraction above the boiling 
point of the feed mixture is of particular interest since it would contain 
those materials most closely related to coke formation, most particularly 
the high boiling residue ( > 4 9 2 ° C ) which is formed in amounts about 
equal to the coke formation, assuming the figure given for the latter 
refers to total feed. The spectra of that portion of the residue soluble 
in benzene showed the compounds fisted in the second part of Table 
VII I to be present in the indicated relative quantities, in total amounting 
to about 10% of the entire high boiling residue. The first three listed 
are direct addition products, while the others demonstrate the occurrence 
of possible complex dehydrogenation or polymerization steps. Nonethe
less, it seems clear that an entire spectrum of condensed aromatics can 
be formed by reactions of this type—that is, characterized in general by 
the simple type of addition visualized by Rudershausen and Watson. 

Further experiments were conducted to test the effect of side chains 
on coke formation using alkyl benzenes and naphthalenes. Coke increases 
with the total number of substituted alkyl carbon atoms, rather than with 
the number of alkyl substituents—viz. : 

Structural factors such as this are far more important in determining 
coke formation tendencies than is molecular weight, and over-all reac
tivity would, as in the case of cracking activity, be expected to be related 
to the acid-base properties of the catalyst-reactant involved. A rough 
correlation of this sort is shown on Figure 14b, in which a property re
lated to the basicity of the aromatic is plotted vs. carbon deposition for 
the cracking experiments of Appleby et ai. There is certainly some evi
dence here that the acidic property of the catalyst is responsible for coke 

. . . etc. 
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7. BUTT Catalyst Deactivation 309 

formation, presumably via the formation of carbonium ions generated 
from various aromatics. For the benzene-naphthalene reaction, then, 
one could write: 

V I I 

where the original H atoms and double bonds have been eliminated for 
simplicity. Dehydrogenation of V I I would lead to the principal fluoran-
thene product listed in Table VII I . It is also worth noting that, depend
ing on the details of the benzene interaction with the surface and the 
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•10 

2.4 M O L E S / L I T E R / H O U R 10-13 M O L E S / L I T E R / H O U R 

C O K E ON* C A T A L Y S T . T.wt 

Industrial and Engineering Chemistry 

Figure 14b. Coke formation in catalytic cracking and hy
drocarbon basicity (21). [Basicity as defined by E. L. 
Mackor, A. Hofstra, and J. H. van der Waals, Trans. Faraday 

Soc. (1958)54, 66,186]. 

speed of intermediate steps, such a scheme is not inconsistent with the 
"dual site" analysis used by prior workers. However, the implication is 
that similar catalytic functions are involved in coking and cracking, which 
is not exactly the picture provided by some of the data we have discussed. 

A final study we consider dealing with the structure and mechanism 
of the formation of coke is the infrared work of Eberly et al. (17). They 
determined the spectra of the carbon deposit resulting from the cracking 
of various materials on a S i 0 2 - A l 2 0 3 catalyst, described previously. The 
substance of their results is given in Figures 15a and b. The particular 
bands of interest here are those of the C - H stretch region, 3100-2800 
cm" 1 , with aromatic, methylene, and methyl groups as shown i n Figure 
15a. A second feature of the spectra of interest is the region 700-1800 
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7. BUTT Catalyst Deactivation 311 

cm" 1 , shown in Figure 15b for the 1-methylnaphthalene cracking. These 
frequencies can be assigned to aromatic skeletal vibrations, and since the 
intensities i n this region are strong compared with the various C - H fre
quencies, it was concluded that the coke deposits were largely composed 
of highly condensed aromatic structures of low hydrogen content, ob
servations which are quite in agreement with those of Appleby et al. 
Additional evidence for the low hydrogen content of the coke is provided 
by the data on olefin formation from n-hexadecane cracking shown in 
Figure 15c. These indicate that conversion to olefins decreases at high 
feed conversion, which Eberly et ai. interpret as being caused by hydro
génation of the unsaturates by hydrogen transfer from the adsorbed 
molecules. 

Most of the information available in the literature concerning the 
kinetics and mechanism of coke formation deals with silica-alumina 
catalysts, a situation which is reflected in this review. The advent of 

1 I I I I 1 I I I I I I Γ 

J ! 1 I 1 I I I L_J L_J 1—L 
4000 3500 .3000 

FREQUENCY (CM. ) 
2500 

Industrial and Engineering Chemistry 

Figure 15a. Infrared spectra of coke deposits from 13% 
Al203-87% Si02. Obtained by cracking various com

pounds at 445° C and0.4v/v/hr (17). 
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100 

1800 1600 1400 1200 1000 '800 
FREQUENCY (CM/ 1 ) 

Industrial and Engineering Chemistry 

Figure 15b. Infrared spectrum of 1-methylnaphthalene 
coke deposit (17) 
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Figure 15c. Product distribution from cracking n-hexadecane on 13% 
Al2Os-87% SiO2at500°C (17) 
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7. BUTT Catalyst Deactivation 313 

commercial zeolitic catalysts has produced a certain amount of similar 
information with respect to these materials. Coke formation on zeolites 
is the concern of a recent experimental study by Eberly and Kimberlin 
(25), and some typical recent data on zeolitic deactivation kinetics are 
given by Weekman (26, 27) and by Weekman and Nace (28). 

Sintering of Act ive Surface Area. Cohesive information or analysis 
of catalyst deactivation by sintering, particularly the kinetics thereof, is 
not widely available in the literature, and the discussion here is corre
spondingly limited. Indeed, we treat only two examples, the sintering 
of a P t - A l 2 0 3 catalyst and a "chemically-assisted" type of sintering of Pt 
film which has been described recently. 

Sintering is normally thought of as a thermal phenomenon i n which 
crystallite agglomeration and growth occur by several possible mecha
nisms (i.e., surface or grain boundary self-diffusion) which can be con
sidered activated (29); hence, long periods at high temperature lead to 
the loss of internal surface areas in porous structures typical of catalysts 
or supports. A typical example of this is shown in Figure 16a, giving the 
data of Maclver, Tobin, and Barth (30) for ψ and γ-alumina surface area 

Journal of Catalysis 

Figure 16a. Surface area and water loss of eta- and gamma-alumina (30) 
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314 CHEMICAL REACTION ENGINEERING 

Table IX. Platinum Size Measurements 

hrs at ccH2 (STP)/ m2/ Area, d„ average 
Sample 780°C g cat g cat m?/g Pt Ρt size (A) 

1 0 0.282 1.397 233 10 
2 2 0.245 1.213 202 12 
3 4 0.087 0.431 72 33 
4 10 0.039 0.193 32 73 
5 17 0.018 0.039 15 158 
6 72 0.0062 0.031 5 452 

η-Heptane Reforming Experiments 

Sample 1 2 3 4 5 
Area, m'" '•/gPt 233 & Ό2 72 32 15 
<UA) 

'•/gPt 
10 12 S3 73 158 

MSHSV, mole/m2 Pt hr X W2 1.75 2.02 5.8 12.7 27.1 

mole % η-heptane remaining 3.0 3.5 4.6 7.0 9.8 
mole % dehydrocyclization 37.4 32.8 26.8 21.6 17.7 
mole % isomerization 9.0 10.6 14.2 21.7 24.3 
mole % hydrocracking 50.6 53.1 54.4 49.7 48.2 

"Data of Maat and Moscou (38). 

and water content. These equilibrium values illustrate the magnitude of 
surface (and activity) loss possible; from 500° to 800°C the ^-alumina 
loses almost 30% of its original surface. Similar magnitudes are typical 
of other materials also, as those who have encouuntered sintering prob
lems can attest only too well . 

The incorporation of sintering kinetics into expressions such as Equa
tion 2 would be desirable since this type of deactivation could then be 
handled in analysis in a manner similar to poisoning or coking deactiva
tions. As indicated, it is possible to represent sintering as an activated 
process; for example, the surface and grain boundary self-diffusion co
efficients of nickel have activation energies of 14.3 and 28 kcal/mole, 
respectively (31). The system of catalytic interest for which the most 
information is available is supported platinum. The original work on Pt 
sintering kinetics was reported by Herrman et al. (32), who correlated 
the rate of decrease in surface area of a P t - A l 2 0 3 catalyst as second order 
in remaining surface area. This approach forms the basis of the study 
of Maat and Moscou (33), who were interested in sintering effects both 
on activity and selectivity in Pt-catalyzed reforming of naphtha. They 
used a commercial powerforming catalyst, 0.6% by wt Pt on A l 2 0 3 con
taining approximately 0.5 wt % chloride. Experimental results on the 
kinetics of the sintering of this catalyst are given in Table IX. These 
experiments consisted of heating the original sample for the time indicated 
in an inert atmosphere, then determining surface area of the Pt by hydro-
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7. BUTT Catalyst Deactivation 315 

gen chemisorption, B - E in Table I X (34) and by electron micrography, 
F . As indicated in column F , the crystallite size distribution is very wide, 
and the average sizes obtained from chemisorption are perhaps more 
useful in kinetic interpretation. If sintering kinetics are taken as second 
order in Pt area, we have: 

(14) 

where A s and A8o are current and initial surface areas, respectively, and 
&A is some sintering rate constant. A plot of the data of Maat and Moscou 
according to Equation 14 is shown in Figure 16b; a good correlation is 
obtained. Previous data of Herrmann et al. indicated an activation en
ergy of about 70 kcal/mole for the sintering of Pt; this value, while high, 
is not inconsistent with those of volume diffusion coefficients in some 
fee metals. 

The effects of sintering on reactivity and activity in η-heptane re
forming at 200 psia, 500°C, 2.44 gram/hr-gram catalyst and H 2 : 
η-heptane of 5.3 mole/mole are also summarized in Table IX. Significant 
effects on activity are seen although not as large as might have been 
expected; change from 233 to 5 m 2/gram Pt, a 98% reduction in area, 
gives a change in conversion from 97 to 76%, only a 25% reduction. This 

2004 

1501 

60 

CO 

50 

10 20 30 40 50 60 
• SINTERING TIME O^HRS. 

70 

International Congress on Catalysis 

Figure 16b. Second-order sintering reaction ( 33 ) 
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- "%« 
_ 233 202 72 32 15 5 

100. — • — - * — 

10 50 100 500 

International Congress on Catalysis 

Figure 16c. Product distribution of η-heptane re
forming (33) 

is in part caused by differing intrinsic activity associated with different 
crystallite sizes, and is a sufficiently complex problem to be well beyond 
the present discussion. A further important message is conveyed by these 
results, however, and is illustrated in Figure 16c. The selectivity between 
the various η-heptane reforming products changes markedly with differ
ing degrees of sintering since changes in activity seem primarily to be 
reflected in decreased cyclization reactions; the sum of cyclization and 
isomerization remains approximately constant. Since the aromatics pro
duced in dehydrocyclization reactions would contribute more to an octane 
rating of the product than any of the other components, this decrease 
represents a real change in product quality resulting from a selectivity 
alteration caused by deactivation. It is important, then, to keep in mind 
that catalyst deactivations of all sorts may affect not only the activity, 
but the selectivity properties of a catalyst as well . 

Another mechanism of sintering of metallic surfaces has been re
ported by a number of investigators, of which the study by Clay and 
Petersen (11) is a recent example. In these cases, the chemisorption of 
a poison on the metal surface causes crystallite growth, such that one can 
regard the phenomenon as a chemically assisted type of sintering. Clay 
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7. BUTT Catalyst Deactivation 317 

and Petersen observed the sintering of Pt films on chemisorption of arsine; 
the resulting non-selective decrease in activity of the film for cyclopropane 
hydrogenolysis, which we have already shown in Figure 4, was demon
strated to be correlated directly with a decrease in the surface area of 
the film. The net sintering effect was probably the primary result of the 
formation of P tAs 2 on the surface on chemisorption of A s H 3 according to: 

P t + 2 A s H 3 -> P t A s 2 + 3 H 2 

PtAs 2 has a much lower melting point than the metal; hence its formation 
would tend to decrease considerably the thermal stability of the catalyst 
at a given temperature level. Moreover, there is approximately a 35% 
increase in the lattice parameter as one goes from Pt to PtAs 2 , and the 
heat of chemisorption involved in the P t - A s H 3 interaction was estimated 
by Clay and Petersen to be in the range of 90-120 kcal/mole Pt. Thus, 
the combination of altered thermal and geometric properties of the sur
face plus significant heat effects on chemisorption was thought to induce 
the loss of surface area which was directly reflected in loss of activity. 

Observations of directly induced thermal sintering are relatively 
widely available for cracking catalysts. Not much rate analysis has been 
done, with the exception of a recent engineering study by G w y n (35), 
and since the over-all problem is closely bound up with the question of 
the development of thermal gradients within catalyst particles on coke 
burnoff (36), our discussion of this particular type of sintering is post
poned to a later section. Further detail on the physical mechanisms of 
sintering and experimental methods for their investigation can be found 
in the paper by Kingery and Berg (29). 

It seems clear from the foregoing examples on poisoning, fouling, 
and sintering that whatever the microscopic mechanism of the process, 
one may consider it in terms of an additional chemical process to that 
of the main catalysis which is occurring. This has important implications 
in chemical reaction engineering since it means that the separable form 
of rate equation, as in Equations 1 and 2, does correspond to physical ( or 
chemical ) reality, and one generally should be able to isolate and identify 
catalyst deactivation effects on the behavior of macroscopic systems. For 
reaction modeling purposes, then, it is perfectly adequate to represent 
general reaction schemes as indicated under "Mechanisms" in Figure 17. 
For example, in the type I system [nomenclature employed by analogy 
to the discussion of selectivity by Wheeler (37)] the poisoning of active 
catalytic sites by impurity chemisorption is represented by the step L + 
S —» L · S. Type II represents a reactant or product inhibition such as 
A -f» S —» A · S, which would be associated with coke formation. Obvi
ously these simple models can be expanded in their form to represent 
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318 CHEMICAL REACTION ENGINEERING 

various situations such as poisoning or fouling of polyfunctional catalysts, 
reversible chemisorptions, etc. Some work of this sort has been done in 
reactor modeling and is discussed later; the important point here is that 
deactivation can be analyzed in terms of normal reaction kinetics with 
associated rate constants and activation energies, even when an appar
ently physical process such as sintering is concerned. 

Type I A + S-* J3 + S 

Type II A + S - > B + S 
A + S - + A S 

A + S - + B + S 

B + S - + B · S. 

Chemical Engineering Science 

Figure 17. Type 1 and type 
II mechanisms (77) 

In fact, there is a bit of divergence in the manner in which kinetics 
of deactivation have been handled in the literature. Szépe and Levenspiel 
(3) have tabulated the forms of activity correlation noted in studies such 
as those we have discussed, as shown in Figure 17a and b, many of which 
are variants of the forms of Equation 4. W e have demonstrated an 
example of almost every type shown here, and in each case it is pos
sible to relate the observed activity correlation to a rate equation based on 
activity only, as shown in Table X . Thus, while the exponential form of 
activity correlation would arise from the rate equation for deactivation: 

% = -*· (15) 

the corresponding form according to a type I mechanism would be: 

% = ~fi* <"> 
where the appearance on the R H S of the concentration of poison, I, pre
vents the rate of deactivation from being a function only of current ac
tivity, s. The distinction between Equations 15 and 16 is important to 
keep in mind since the literature we discuss subsequently treats deactiva
tion kinetics in both ways. 

As shown in Table X , Szépe and Levenspiel propose a general power 
law form for the kinetics of catalyst deactivation, by whatever means. 
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7. BUTT Catalyst Deactivation 319 

Eley-Ridcal T 

Pease-Stewart 

Herington-Ridcal 

Gcrmain-Muurel t Mtxt - Moscou 
Pozzi-Rase 

See b for a list of 
some observations of 
this form 
Parravano *t 

System 

Liquid-phase hydrogénation of crotonic acid 
on platinum (poisoned by thiophene), and 
other hydrogénations 
Para-hydrogen conversion on tungsten 
(poisoned by oxygen) 
Hydrogénation of ethylene on copper 
(poisoned by carbon monoxide) 
Dehydrogenation of paraffins on chromia-
alumina 
Dehydrogenation of 1-1-3 cyclohcxane on 
platinum-alumina ; H - At A°9 *"Ά·Ί·»"» 
Hydrogénation of iso-butylene on nickel 

Oxidation of carbon monoxide on NiO 

Equation 

s f = s ^ e x p ( - 3 2 © ) 

l/s-= 1/s^ + 3 3 θ 

χ - χ / χ - χ = 1 + β . θ 

s = Α θ " β 5 

s ' = Α ' θ " 0 6 

dx/de = Bexp(-P yx) 

t Good linear fît only in the initial range of deactivation. 
* The initial data are not well fitted. 

Data obtained in low conversion region. 
Data obtained in batch system, at low conversion levels. 

Proceedings of the 4th European Federation 
on Chemical Reaction Engineering 

Figure 17a. Experimentally found deactivation equations (3) ; s' = conversion 
definition; s = rate definition 

Value of V Value of β-α Value of β* 
Author System Cc = AGP s 1 = AG~f><> 

Voorhies t Gas oil cracking on natural and syn
thetic catalysts 

0.38-0.53 - 0.19 

Blanding Catalytic cracking of light East Texas 
gas oil on natural clay 

— 0.57 — 

Ruderhaus Watson Aromatization of cyclohexanc on 
M0-A1 hydroforming catalyst 

0.55 0.36 — 

Crawford-Cunningham Cracking of East Texas gas oil on 
natural and synthetic catalysts 

0.44 — 

Prater-Lago Cracking of cumene on silica-alumina 0.5 

t Both fixed and fluidized beds. Derivation is given for n = 0.5. 

Proceedings of the 4th European Federation 
on Chemical Reaction Engineering 

Figure 17b. Coke formation and deactivation in various hydrocarbon reactions 
(3) 
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320 CHEMICAL REACTION ENGINEERING 

While it is felt that forms such as Equation 16 may be more fundamental 
than pure activity expressions, this distinction is a small one. The impor
tant point is that it is possible to obtain a description of the kinetics of 
deactivation which, for the purposes of the reaction analyst, may be incor
porated into the basic equations of conservation for the microscopic 
system and not tacked on a postiori via the device of time-dependent 
correlation and time averaging. 

Table X. Summary of Deactivation Equations in Terms 
of the Power Law Forma 

Type of 
Decay 

Linear 

Integrated 
Form 

s = s0 — βλθ 
Exponential s = s0 exp ( — β2θ) 
Hyperbolic 1/s — l/s0 + βζθ 
Voorhies s = Αθ~βζ 

Elovich dx/dO = Β exp ( — βΊχ) 

Differential 
Form 

—ds/dO = β! 
—ds/de = #>s 
-ds/dO = #$s2 

(ds/dd = 

Exponent in 
_ds/d0 = k V 

0 
1 
2 

05 + 

α Adapted from Szépe and Levenspiel (3). 

Deactivation Effects in Intermediate Systems: The Analysis of 
Individual Particles 

When one attempts to incorporate the details of deactivation kinetics 
into macroscopic or semimacroscopic catalytic systems, a number of prob
lems arise which are reminiscent of those associated with the analysis 
of transport-limited catalytic reactions. Indeed, in some cases the two 
problems are not entirely unrelated, and one of the first studies of deacti
vation effects on the behavior of individual catalyst particles was that 
by Wheeler (37), which demonstrated the apparently selective poisoning 
of a catalyst by homogeneous adsorption of poison under conditions of 
diffusion limitation. 

This section discusses that work and some of the more general anal
yses which have followed it concerning deactivation and diffusion effects, 
both singly and combined, on the action of individual catalyst particles— 
the intermediate region between the microscopic events of deactivation 
which we considered in the previous section and the macroscopic world 
of catalytic reactor behavior which we discuss subsequently. It is as
sumed that the reader is familiar with the elements of transport-limited 
catalysis; for a review, see Satterfield (38). 

Homogeneous and Pore Mouth Poisoning. In his famous study of 
reaction rates and selectivity in catalysis Wheeler (37) carried out some 
of the early work on the intermediate system. His concern was twofold: 
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7. BUTT Catalyst Deactivation 321 

(a) what is the nature of uniform catalyst poisoning in situations where 
the catalysis is diffusion limited, and (b) what is the effect of nonuniform 
poisoning (selective in the sense of Figures 2 and 3 i n representation of 
the intrinsic poisoning) in such a situation? 

Wheeler visualized the porous catalytic structure as a composite of 
intersecting capillaries of average radius r and showed that for a particle 
of arbitrary shape the Thiele modulus could be defined on the basis of a 
length parameter computed by: 

W = ^V~2 (17) 

where the y/ 2 is related to the tortuosity of the porous structure. The 
Thiele modulus so defined, for a first-order, irreversible reaction, is: 

h = w\/B^ 
V rD 

(18) 

where ka is the rate constant per unit surface area, D is the effective 
diffusivity of diffusing species i n the porous structure, Vp is the particle 
volume, and is its external surface area. The effectiveness factor for slab 
geometry, or an equivalent single pore model, is: 

tanh h 
7 h 

and the rate of reaction is proportional to h tanh h. If we assume that the 
nonselective activity expression, Equation 3, represents the poisoning 
which is occurring, then the intrinsic activity of the pore (or pellet) at 
any time is given by kas, and the Thiele modulus is: 

h=w\l^- =h0 VT (18a) 
r rD 

where h0 is the modulus for the unpoisoned pellet. The ratio of rates i n 
the poisoned and nonpoisoned cases is: 

ρ Rate poisoned K\/ s t a n h / i 0 \ / s tanh h0 \ / T 
Rate nonpoisoned h0 tanh h0 tanh h( 

For small h0 (small diffusion effect), F - » s, and the intrinsic nonselec
tive nature of the poisoning is retained. However, when transport limita-
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322 CHEMICAL REACTION ENGINEERING 

tions are large, the tanh terms approach unity and F -> \/~sT Wheeler 
termed this "anti-selective" poisoning since it is slower than the non
selective case, as shown in Figure 18a, Curves A and B. 

This sort of antiselective result is not particularly exciting, however, 
in that none of the experimental data discussed really demonstrate such 
a trend. The reason, as proposed by Wheeler, is that the physical con
cepts involved in postulating Equation 18a are faulty i n most cases of 
poisoning. For effective poisons, rapid and strong chemisorption occurs, 
such that if a poison molecule is diffusing down the length of a cata-
lytically active pore, not many collisions with the surface w i l l occur be
fore it is chemisorbed. The result after a period of operation is a very 
uneven distribution of activity through the pore, with a dead zone grow
ing progressively from the pore mouth to the interior of the pore as the 

FRACTION POISONED, θ ( 

A. Wheeler, "Catalysis/' Reinhold, 1955 

Figure 18a. Types of poisoning curves to be expected for porous 
catalysts. Curve A is for a nonporous catalyst or for a porous 
catalyst in which h0 is very small and poison is distributed ho
mogeneously. Curve Β is for homogeneous adsorption of poison 
with h0 large. Curves C and D are for preferential adsorption of 
poison near the pore mouth. For curve C, h0 = 10 and for curve 

D, h0 = 100 (37). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



7. BUTT Catalyst Deactivation 323 

POISONED' 
PORE MOUTH 

CLEAN SURFACE' 

( l - « )W 

A. Wheeler, "Catalysis," Reinhold, 1955 

Figure 18b. Schematic representation of the preferential adsorption 
of poison near the mouth of a pore, a is the fraction of the pore of 

length W covered with poison (37). 

time of utilization increases. In the limit of very fast adsorption one 
would approach the situation of Figure 18b, which depicts a pore of 
length W with sufficient poison added to cover the fraction « of its length 
(and surface). For diffusion-limited reactions, this means that reactants 
must first traverse the inactive length aW before reaching catalytic surface 
active for the transformation. Transport in the nonactive section would 
occur with linear concentration gradient ( C 0 — C)/dW, where C0 and C 
are concentrations of reactant at the pore entrance and at point aW, re
spectively. This transport is sufficient at the steady state to supply the 
quantity of material which has reacted in the active part of the pore; 
hence the following balance may be written: 

in which the diffusion rate is given on the L H S and the chemical reac
tion rate on the R H S , derived from fcactuai = Κη- One eventually obtains 
for the rate of reaction: 

«r2D{C0-C) 
aW — * r C V 2rkaD tanh [ M l - «)] 

^y/2rk0D tanh [ M l - «)]<?<> 
1 + <xh0 

(21) 

whence: 

tanh h0 

tanh 
(22) 
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324 CHEMICAL REACTION ENGINEERING 

This relationship is also shown in Figure 18a, in curves C and D for 
representative values of the Thiele modulus and fraction poisoned. 
Marked selectivity is shown here, even though that portion of the catalyst 
which is poisoned is poisoned uniformly (i.e., completely). The reason 
for such extreme effects as those shown for the strongly diffusion-limited 
example of curve D is that the outer layer of the catalyst particle (or 
initial portion of the pores) which normally would constitute the major 
active surface available is precisely that surface which is rendered inactive 
by the pore mouth poisoning. Not considered in this analysis is the 
possibility that preferential poisoning at the pore mouth can also lead 
to decreasing cross section available for mass transport and eventual 
plugging off of the pore. Such a mechanism may be the cause of changes 
i n surface areas (and presumably mass transfer characteristics) on coking 
of catalysts such as observed by Appleby et al. and Levinter et al. 

The temperature effects of such poisoning are also notable. Curve D 
of Figure 18c shows the following progression as the temperature is in
creased from 200°K. At the lower range the effect of both poisoning 
and diffusion w i l l not appear since the rate of reaction is sufficiently slow 
that all the unpoisoned surface is available for reaction and the rate of 
diffusion through the poisoned portion of the structure is also not limiting. 
( Note, however, that absolute rate measurements would still be distorted 
by the factor V T f r o m their true value on the unpoisoned catalyst). As 
the temperature is increased, the diffusion rate through the pore mouth 
w i l l begin to become slower than the reaction on the unpoisoned pore, 
and the active portion of the pore w i l l show some decrease in the avail
ability of surface itself. Both of these effects are reflected by a decrease 
in apparent activation energy and would correspond to the intermediate 
range of diffusion-poisoning effects (i.e., h0y/~s on the order of unity) . 
A t sufficiently high temperatures the process becomes completely diffu
sion limited, and the apparent activation energy decreases even further. 
( The limit of zero activation energy as shown in Figure 18 is very differ
ent from severely diffusion-limited reactions which approach an activa
tion energy approximately half that of the true value, providing external 
boundary layer effects around the catalyst particle are not important i n 
transport limitation. Such behavior is predicted by Equation 21 for large 
values of haa. ) Since both the pore mouth poisoning and the decrease in 
availability of active surface occur simultaneously and lead to increasing 
diffusion limitation as temperature is increased, the two effects are not 
separately identifiable in an analysis such as that of Figure 18c. One can 
see, however, that the effect of pore mouth poisoning is to intensify the 
effects of diffusion limitation and broaden the region of operating condi
tions in which it affects the rate and temperature dependence of reaction. 
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A. Wheeler, "Catalysis," Reinhold, 1955 

Figure 18c. "Effect of poison and pore size on apparent acti
vation energy. Plots of observed reaction rate vs. I/T for a 
hypothetical catalyst having 11,000 kcal intrinsic activation 
energy (e.g., nickel in ethylene hydrogénation) but prepared 
with different pore sizes and poisoned to varying extent with 
poison preferentially adsorbed near the pore mouth. Curve A: 
large pores, no poison. Curve B: fairly large pores, 90% 
poisoned (h200 ~~ 0.1, a = 0.9). Curve C: small pores, no 
poison. Curve D: moderate size pores, 50% poisoned (h200 = 
2, a = 0.5). The horizontal portions of D and Ε correspond 

to diffusion controlled reaction" (37). 
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1 

9 10 II 

Chemical Engineering Science 

Figure 19a. Reaction apparatus: 1. Reciprocating piston 
pump; 2. ball check valves; 3. react ant feed inlet; 4. to 
vacuum pump; 5. septum for synnge sampling; 6. Bourdon-
tube pressure gauge; 7. three-way valve; 8. 1 cm3 gas-tight 
syringe; 9. Roiter-type reactor; 10. sample catalyst peUet; 

11. center-plane chamber (39) 

Some work has been reported by Balder and Petersen (39) and by 
Dougharty (40) in which some of the concepts proposed by Wheeler 
were examined experimentally. The heart of these experimental studies 
is a single pellet reactor developed by Balder and Petersen, which permits 
simultaneous measurements of over-all reaction rates and centerplane 
concentrations of reactants which can be related to an interpretation of 
poisoning mechanisms. The elements of the reactor are shown in Figure 
19a; the catalyst pellet is contained in the reactor in the form of a cylin
drical disc, and transport through the disc occurs parallel to the axis of 
the cylinder. Composition sampling may be done on either side of the 
disc, and rates may be measured by change in reactant concentration 
from the inlet to outlet sides of the reactor. The following equations, 
which correspond to the development of Wheeler, may be written for the 
single pellet reactor. 
For uniform poisoning: 

(23) 
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7. BUTT Catalyst Deactivation 327 

where Cx is the center line concentration, A: is a first-order rate constant 
(not based on unit surface area), and the Thiele modulus is defined as: 

For pore-mouth poisoning: 

r T = t â n h K ^ kC^wVi (25) 
K v s 

/ s ) 1 ^ 
4>(V±> ι + ( i _ v T ) / i 0 t a n h ( Λ β V s ) 

or: 

rT - Γ t a n h ( k V 7 ) Ί k C ^ w 

L * o [ l + (1 - V T ) M a n h ( Λ 0 λ / 7 ) ] J 

and: 

^,(1) _ _ C i 1 (27) 
Co cosh (h0\/~s){l + (1 — \/rs)h0tsLnh (h0\/s)} 

Equations 23, 24, 26, and 27 can be used to interpret poisoning data. The 
shapes of the curves obtained from the two sets of equations are the 
same (Figure 19b), but their positions for equal values of the Thiele 
modulus are différent. Thus, if one knows or can measure the value of 
the Thiele modulus for the unpoisoned catalyst, h0, an interpretation 
of poisoning data according to the type calculations indicated in Figure 
19b can be carried out. This can be accomplished from data at initial 
conditions easily since a measurement of centerplane composition at that 
time can be used with Equation 24 to calculate h0 directly. 

The experiments Balder and Petersen conducted involved the hy-
drogenolysis of cyclopropane at 35 °C, 780 torr H 2 and 58 torr C 3 partial 
pressures, on a 0.75% Pt on A I 2 0 3 catalyst which had been reduced i n 
H 2 at 600°C and treated under 10' 5 torr vacuum at 80°C for 16 hours 
before use. Some experimental results for rate and centerplane com
position of cyclopropane (under reaction conditions the kinetics are 
approximately first order in cyclopropane) are shown in Figures 19c and 
d. From extrapolation of the centerplane composition to initial condi
tions, the value of h0 is determined to be 3.2. Calculated rate-concentra
tion variations for uniform poisoning theory and pore mouth poisoning 
theory, using this value of h0 are shown in Figure 19e, in comparison 
with the experimental data. Neither theory fits the results obtained, in
dicating that in this system the mechanism of poisoning must result in a 
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0 0-2 0 4 0-6 0-8 10 
RELATIVE CENTER-PLANE CONCENTRATION 

» ( ! ) - fed) 
ι - f e d ) 

Chemical Engineering Science 

Figure 19b. Comparison of uniform and pore-mouth 
poisoning; h0 = 5,1 (39) 

situation intermediate to uniform or pore mouth results—i.e., there is 
a gradient of poison concentration within the particle resulting in a con
tinuously non-uniform surface. 

The nature of the poison in these experiments of Balder and Petersen 
is not identified, but the Wheeler development implies separate com
ponent chemisorption such as the type I mechanism described earlier. 
Dougharty (40) has recently extended the single pellet reactor analysis 
to other cases of deactivation. The pore mouth poisoning-homogeneous 
poisoning comparison involved in the Wheeler-Balder and Petersen work, 
unfortunately, does not give a unique result. Thus Dougharty showed 
that one could solve the one dimensional diffusion-reaction problem, 
assuming various models for the deactivation kinetics and quasi-steady 
state, and obtain satisfactory interpretation of the experimental results. 
This problem is formulated as: 

ditr 
(28) 
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7. BUTT Catalyst Deactivation 329 

where: 

C — C0 at w — 0 

^ - — 0 at w = W 

It was shown that f(k,C) = —fik2C (where β was arbitrary constant) fit 
the experimental results of Balder and Petersen. This form of deactiva
tion rate equation indicates some type of self-poisoning mechanism, and 
a non-uniform distribution of activity throughout the pellet. Detailed 
mechanistic interpretation is risky, as usual, but the second-order de
pendency on activity could be taken as indicative of some type of sintering 
(where activity is directly proportional to surface area). Of course, non-
uniqueness of experimental results in terms of mechanistic interpretation 
is nothing new to reaction kinetics or catalysis, so the variants seen be
tween Wheeler, Balder and Petersen, and Dougharty can be understood as 
representative of a normal state of affairs. 

5 5 

ο 
CM 

Ο 

I 
0 

100 200 
TIME min 

300 
—10 
400 

Chemical Engineering Science 

Figure 19c. Bulk rate results during poisoning 
(39) 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



330 CHEMICAL REACTION ENGINEERING 

General Analysis of Intraparticle Deactivation Processes and Their 
Effects. Somewhat more general treatments of intraparticle deactivation 
effects have been given by Masamune and Smith (41), Ozawa and Bis-
choff (42), and Murakami et al (43), and the latter two papers present 
experimental data for deactivation from coking rates in cracking reactions. 

The analysis of Masamune and Smith considered both independent, 
parallel, and series deactivation mechanisms, which we have previously 
denoted as type I (independent) or type II (parallel or series reactant 
or product inhibition). Intraparticle diffusion resistances are considered 
in the analysis, so that the extremes of uniform poisoning or shell (pore 
mouth) deposition are possible, depending on relative rates of poisoning 
and mass transport. W e thus have a complex interrelation between the 
nature of the deactivation—dictated by the mechanism of deactivation 
and the relative rates of deactivation, mass transfer, and the main reac
tion—and the ordinary mass transfer-chemical reaction problem. It is 
convenient to use the concept of particle effectiveness factor for the main 
reaction, which in this case w i l l depend on time as well as the normal 
reaction parameters. The limiting assumptions i n the Masamune and 
Smith treatment were isothermal conditions within the particle and the 
kinetics of deactivation dependent on a linear function of the concentra-
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7. BUTT Catalyst Deactivation 331 

tion of poison or coke on the surface, which corresponds to the form of 
Equation 16. Thus we have for type II systems: 

or, 

A + S ^ B + S 

A + S ^ A · S 

B + S - + B · S 

(fcA; main) 

(fcA,d; fouling) 

(fcB,d; fouling) 

The effect of coke ( A · S or Β · S) on the kinetics of deactivation are 
taken to be linearly related, as stated, by: 

or 

7Y = /ofcA[A] [s] 

dis] 
de 

= PkAfû[A] [s] 

dis] 
άθ 

- - p f c n . d [ B ] [s] 

(29) 

(30) 

h 0 =3'2 

o EXPERIMENTAL OATA J 

UNIFORM POISONING 

0 0-2 0*4 0-6 

RELATIVE CENTER-PLANE CONCENTRATION 

0-8 1-0 

• - V U 

Chemical Engineering Science 

Figure 19e. Comparison of experimental poisoning 
behavior with uniform and pore-mouth poisoning (39) 
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This type of formulation for deactivation kinetics has been used more 
recently in a considerable amount of work on reactor modeling; hence, 
the work of Masamune and Smith is convenient in relating intermediate 
events to the macroscopic scale. While Equations 29 and 30 refer on 
the microscopic scale to deactivations which are nonselective, this w i l l 
be completely obscured by the time the final results of analysis are ob
tained. The mass conservation equations are: 

O A V 2 [ A ] - £ Ρ - ^ Τ " - P * A [ A ] [ B ] = 0 ( 3 1 ) 

OU 

DB V 2 [ B ] - «, Igl + p f c A [ A ] [s] - 0 (32) 

O p 

with initial and boundary conditions: 

[ S ] = 1 , 0 = 0 , R>r>0 ( 3 3 ) 

[ A ] - [ A ] O J [ B ] = [ B ] 0 , 6>0,r = R (34) 
M . i W _ 0 i > 0 Λ ( 3 5 ) 

dr dr 

V 2 [ A ] - φ : [ Α ] — 0;6 — 0,R>r>0 

V 2 [ B ] + φ : [ Α ] — 0 ; β — Ο , Λ ^ Γ ^ Ο 
DB 

(36) 

where r is the spherical coordinate, R the particle radius, ρ the particle 
density, k± the rate constant in vol/wt-time units, ep the porosity, and D A 

and D B the appropriate effective diffusivities (which are considered inde
pendent of both time and position). Equations 36 give the initial con
centration distributions within the particle, assuming that relaxation times 
for initial mass distribution are rapid with respect to catalyst activity 
changes. The rate of poisoning is taken to be slow compared with the 
main reaction; hence the kinetics of the deactivation reaction do not 
appear directly in the major conservation equations (31 and 32). The 
problem is solved by simultaneous solution of Equations 31-36 with the 
boundary conditions shown. Obviously this is a complex procedure; nu
merical methods are required, and the details are given by the original 
authors. 

Some primary results for the product inhibition (series fouling) 
case of type II are given in Figure 20a-c in terms of the dimensionless vari-
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7. BUTT Catalyst Deactivation 333 

h » 5 , e » l , Y · I , P A R A M E T E R · Θ Β 

AlChE Journal 

Figure 20a. Profiles for self-fouling, series 
mechanism, h = 5 (41 ) 
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DIMENSIONLESS TIME, Θ Β , 6«I0 ,γ=1 

AlChE Journal 

Figure 20b. Effectiveness factor for series fouling, ε = 10 (41) 

ables arising from Equations 31-36. Figure 20a shows representations 
of the profiles within the particle as a function of the time of operation 
for a specified intermediate value of Thiele modulus (under initial con
ditions; h = R(pkA/DA)1/2), diffusivity ratio (γ = D A / D B ) and conver
sion (c = [ B ] 0 / [ A ] o ) . The concentration of Β is at a maximum at the 
particle center, that of A a minimum, and these profiles are symmetric 
(the amount of Β which forms coke is small compared with the total 
product). Since the coke is formed from product B, its concentration is 
also a maximum at the center of the particle although the profile becomes 
rather flat in this example as time of operation proceeds. Figure 20b 
shows the effectiveness factors vs. time of operation for differing degrees 
of diffusional retardation and at a given conversion specified by c. In 
this case the greater the diffusion resistance (larger h), the larger is the 
extent of deactivation regardless of time of operation or extent of fouling. 
Figure 20c is essentially a cross-plot of 20b, in which the influence of 
diffusional resistance on effectiveness is shown directly for varying times 
of operation. The limiting curve (dotted) indicates initial conditions (no 
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7. BUTT Catalyst Deactivation 335 

deactivation) and is actually the normal isothermal solution for effective
ness factor in spherical coordinates: 

, — A ( f c c o t h A - - l ) (37) 

Time-average behavior in any of the cases discussed can be obtained via 
integration along the appropriate curve. 

THIELE MODULUS, h , € « l y γ = 1 

AlChE Journal 

Figure 20c. Effect of diffusion resistance on series fouling, 
ε = 1 (41) 

For reactant inhibition, type II, analogous results are given in Figure 
21a and b. Again the profiles become fairly flat after extended periods 
of operation, although in contrast to product inhibition here the maximum 
coking effect is found near the outer surface. The effectiveness factor 
as a function of time of operation is shown in Figure 21b; there is a cross
over demonstrated which indicates that for shorter times of operation 
maximum effectiveness is attained with minimum diffusion resistance 
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336 CHEMICAL REACTION ENGINEERING 

while at long terms of operation the more severely diffusion-limited par
ticle is actually the more active. The reason seems to be that the sharply 
decreased activity which occurs near the surface after some time of 
operation tends to compensate for the sharp gradients of reactant con
centration which would be encountered in the absence of deactivation. 

P A R A M E T E R β ΘΑ 

r / R 

AlChE Journal 

Figure 21a. Profiles for self-fouling, par
allel mechanism, h = 5 (41) 

Notation for Figures 21a, b, and c: 
Φ\ Φ* - [A]/[A]o, [B]/[B]o 

= [B]o/[A]o 
7 = DA/DB 
ΘΒ = [B]ok*,d0/[s] oo, time variable 
h = RfrWUi)'/* 
[s]x = total concentration of active sites 
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For type I deactivation, the rate equation analog of Equations 30 is: 

d[e] 
d6 • ~ - f c L . d [ L ] [s] (38) 

for the deactivation step: 

L + S - » L · S 

Mathematical details pertinent to the solution of the type I problem are 
similar to those for type II; the second conservation equation, Equation 
32, however, would now refer to the impurity poison L . One must, then, 
introduce into the parameters of the solution a second Thiele modulus 
which is related to the diffusion limitation of the poisoning reaction. Thus: 

L 

Results for the example shown in Figure 21c (h = 5, hh = 10) are similar 
to type II reactant inhibition in terms of the activity profiles within the 

05 I 
01MENSI0NLESS TIME, ΘΑ 

AlChE Journal 

Figure 21 b. Effectiveness factor for parallel fouling ( 41 ) 
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r/ R 

h t * I O , h - 5 . P A R A M E T E R - θ 

AlChE Journal 

Figure 21c. Profiles for independent foul
ing, h = 5, hL = 10 (41) 
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7. BUTT Catalyst Deactivation 339 

AlChE Journal 

Figure 2 Id. Effectiveness factor for independent fouling, hL = 
10 (41) 

particle, and intraparticle reactant and poison concentrations. Note, 
however, that for the value of hh chosen, one sees even more selective 
poisoning of the outer layer of the particle even at short times (bottom 
of Figure 21c); this begins to approach the shell progressive or pore mouth 
result, and we discuss this situation in more detail subsequently. Figure 
21d gives the effectives-time of operation result as a function of the 
diffusional resistance of the main reaction. The main point here is that 
while the intraparticle profiles look like those for type II reactant fouling, 
the time behavior of activity here looks like type II product fouling. 
Finally, the effect of the diffusion resistance of the fouling reaction is 
shown on Figure 21e. The upper bound here represents no deactivation 
(i.e., it is impossible for the poison to penetrate into the pore structure) 
and is thus independent of time, and η is given by Equation 37. The lower 
limit can be obtained analytically, and is: 

3 (hcothh - 1) 
(39) 
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340 CHEMICAL REACTION ENGINEERING 

A diffusion-limited poisoning reaction is seen to have less deleterious 
effects on activity than a nonlimited one, and the effect can be substan
tial. When type I deactivation occurs, maximum activity is retained by 
the catalyst which exhibits high diffusional resistance for the poisoning 
reaction and low resistance for the main reaction. In practical cases, as 
exemplified by organic base poisoning of cracking catalysts, for example, 
this would represent a nearly impossible task. 

D1MENSI0NLESS Τ Ι Μ Ε , θ ΐ » h B 2 

AlChE Journal 

Figure 21e. Effect of diffusion resistance for fouling reaction on 
effectiveness factor, h = 2 (41 ) 

Ozawa and Bischoff (42) have taken a very similar approach to that 
of Masamune and Smith i n the detailed analysis of their experimental 
data on ethylene cracking, which we have discussed in part previously. 
Since they measured both kinetics and diffusivities, they were able to 
estimate a Thiele modulus for their catalyst and reaction conditions, com
ing to the conclusion on this basis that diffusional resistance was negli
gible. The parallel mechanism (type II, reactant) was found to be in 
best agreement with results for the ethylene cracking. Since the parallel 
mechanism is used, it is thus implied that the absence of diffusion limita
tion pertains to both cracking and fouling reactions. Their experiments 
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075 

096 

077 

Figure 22a. 

60 70 
C o k e , g/g c a t . 

χ 1 0 4 

Industrial and Engineering Chemistry 

Determination of fouling function at 500°C (42) 
Notation for Figures 22a,h,c,d>e: 

eL - k M [ L ] e ^ [ s ] M 

were run in a differential reactor, so direct measurements of catalyst 
activity vs. the amount of coke on catalyst were possible, thus affording 
a direct test of the form of coking kinetics (i.e., linear) assumed in the 
study of Masamune and Smith. Some of the experimental results of Ozawa 
and Bischoff are given in Figure 22a, where the activity function, sz(z = 
(kA - f kAja)v/F, and v/F is the space velocity in g. catalyst/cm 3feed/ 
min) is plotted as a function of coke on catalyst. Some deviations from 
linearity are noted at low coke loadings, which would correspond roughly 
to the initial segment of the Voorhies correlation reported in Figure 13, 
but in general the activity function can be correlated over the range of 
space velocity investigated as a linear function of coke deposition, and 
consequently of activity remaining ( i.e., [s] ) as assumed in the formu
lation of Equations 29 and 30. The data of Ozawa and Bischoff also 
afford a measure of the parameters involved in the linear activity corre
lation of Equation 3. Rewriting that equation in terms of fractional 
activity: 
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1.2 1.3 1.4 1.5 1.6 

Ι / Τ χ Ι Ο * 

Industrial and Engineering Chemistry 

Figure 22b. Arrhenius plot of rate constants and fouling 
parameter (42) 

Figure 22b shows a plot of the values of ethane cracking and coking 
rate constants, as well as the activity parameter («i/s 0 ) from Equation 
3a. A nicely self-consistent picture of the simultaneous kinetics of crack
ing and coking is obtained from this interpretation, and the values of the 
kinetic parameters obtained reproduce the experimentally determined 
coking rate of the catalyst quite well , as shown in Figure 22c. The activa
tion energies indicated by this interpretation were 13.1 kcal/mole for 
the main cracking reaction and 12.5 kcal/mole for the coking reaction— 
approximately equal temperature sensitivity for the two processes. 

A final test of the linear activity correlation was attempted by Ozawa 
and Bischoff, by correlating the data of Eberly et al. on n-hexadecane 
cracking, some of which we have discussed before. The details of the 
analysis are deferred to a later section in which the problem of chemical 
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7. BUTT Catalyst Deactivation 343 

reactor analysis is discussed (the experiments of Eberly et al. involved 
finite conversions in fixed beds of catalyst); however, the average weight 
of coke on catalyst in the bed can be obtained, assuming the linear activity 
relationship, as: 

Cp - (ai/s0) - 1 + { a i / s ° y l In <ï>A,exit (40) 
a 

in which: 

Φ α · « " = χ _ e - « 0 ô ( 1 _ e - « ) ( 4 1 > 

a = SRWPB(kA + kA,a)/F 

δ — (Fe/SReW) - 1 

and SR is the bed cross section, W is bed length, pB is bed density, f5 is 
time of operation, c is bed porosity, and F is flow rate. Equation 40 indi
cates Cp vs. In Φ Α , β χ ϋ should be linear, and the data of Eberly et al. plotted 

Industrial and Engineering Chemistry 

Figure 22c. Comparison of calculated and experimental results (42) 
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344 CHEMICAL REACTION ENGINEERING 

according to this suggestion are shown on Figure 22d. The linear repre
sentation is subject to some deviations at higher coke contents, but below 
about 5 % is obeyed very well . 

=· 0.12 h -

o.to 

0.08 

0 . 0 6 Γ 

α: 0 . 0 4 r -

0 0 2 r -

Ι θ 9 ( Ι / Φ Α ΐ ί 4 χ , £ ) 

Industrial and Engineering Chemistry 

Figure 22d. Rehtion of (1 — conversion) and weight of coke for crack
ing of n-hexadecane. Data of Eberly et al. (42). 

Hence, it seems from these data of Ozawa and Bischoff and Eberly 
et al, that the linear relationship of activity to coke content is reason
able, and expectations based on the type II mechanism analysis of Masa-
mune and Smith should be at least qualitatively correct insofar as the 
general format of the deactivation kinetics is concerned. These are, of 
course, net second-order reactions, so the picture is not inconsistent with 
the dual site mechanistic proposals which we discussed previously. 

Richardson (44) has recently reported an experimental method for 
measuring carbon profiles in catalyst particles using a microcombustion 
technique. Coked catalyst is regenerated under diffusion-limited condi
tions, such that shell progressive removal of carbon is observed. The 
amounts of reaction products ( C 0 2 and H 2 0 ) of the combustion are 
measured quantitatively for a series of experiments in which successively 
longer regeneration times are used; in each experiment the coked "core" 
radius is measured after combustion by visual inspection of the pellet. 
These data allow the determination of a carbon concentration vs. radius 
profile, which can then be used in view of the results of Masamune and 
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7. BUTT Catalyst Deactivation 345 

Smith to discriminate between series and parallel fouling mechanisms. 
Richardson has demonstrated this technique for a cobalt molybdate-
alumina catalyst coked under hydrotreating conditions (700°-800°F , 
1000-1500 psig) with a ful l boiling range coal-derived feed, and with a 
600° F + petroleum stock. Carbon profiles in the former case exhibited 
a minimum at the pellet center, characteristic of parallel fouling, and just 
the opposite, characteristic of series fouling, in the latter experiment. The 
confidence with which one can make such an interpretation depends on 
the relative rates of the cracking (or hydrotreating) reactions to those 
reactions responsible for coke formation, however. 

Murakami et al. (43) extended the analysis of Masamune and Smith 
to consider the situation in which poisoning or fouling (actually they 
consider only type II mechanisms ) are not slow compared with the main 
reaction. This requires inclusion of the deactivation kinetics in the mass 
conservation equations; thus for type II reactant inhibition we have, for 
example: 

DAV2[A] - H ^1 - P f c A [ A ] [s] - P f c A , d [ A ] [s] = 0 (31a) 

Details of the analysis and results are generally similar to those of 
Masamune and Smith, with reactant and coke profiles corresponding for 
the most part to those shown in Figures 20 and 21. One significant dif
ference did appear in the analysis for non-negligible deactivation rates, 
however, and that was associated with intraparticle coke profiles from 
type II product inhibition at high values of Thiele modulus. These 
showed a reversal at high h, changing from a maximum centerline value 
(Figure 20a) at low Thiele modulus to a minimum centerline value at 
high h. Somewhat different parameter definitions are used by Murakami 
et al. than by Masamune and Smith; thus, a direct comparison with Figure 
20 is not afforded by their results; however, a qualitative idea of the 
reversal in profile shape which their analysis predicts is given by Figure 
23a. The implication of this reversal is also that at some intermediate 
value of Thiele modulus the coke profile w i l l be nearly flat and the fouling 
w i l l appear to be uniform. Perhaps the most valuable part of the work 
of Murakami et ai. was the experimentation on two representative type II 
schemes, the disproportionation of toluene ( parallel reaction ) : 

toluene (A) - » xylene (B) + benzene 

toluene (A) - » coke (A · S) 

and the dehydrogenation of η-butyl alcohol ( series reaction ) : 

alcohol (A) aldehyde (B) -> coke (B · S) 
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346 CHEMICAL REACTION ENGINEERING 

Industrial and Engineering Chemistry 

Figure 23a. Example of coke profile reversal at 
differing h for type II product inhibition; (kA/kAd) 

= I ; γ = I (43) 

Catalysts were an alumina-boria (10% boria) for the disproportionation 
reaction and a commercial alumina (10% wt sodium) for the dehydra
tion. Catalyst pretreatment consisted of nitrogen flow at reaction tem
perature, and both disproportionation and dehydrogenation reactions 
were carried out in flow reactors under essentially differential conversion 
conditions. The major results of interest are shown in Figure 23b and c. 
In b, the lower temperature pellet is relatively uniformly coked; activity 
at this condition is approximately 85% that of the uncoked catalyst. The 
higher temperature pellet verifies the effect predicted by theory as the 
Thiele modulus becomes larger and diffusion limitation of the coking 
reaction occurs (Figure 21a); the coke precursor, toluene, has a higher 
concentration near the particle surface and, under conditions of strong 
diffusion limitation, a large gradient in this region. This is seen for the 
530°C particle; activity at this condition is approximately 80% that of 
the uncoked catalyst. In c, the prediction of coke profile reversal illus
trated on Figure 23a is verified for the series alcohol dehydrogenation 
reaction. The aldehyde product has a maximum concentration in the 
center of the pellet for small h (Figure 23c, low temperature), and at 
the outer surface for high h since the reactant cannot penetrate far into 
the structure and coke is formed rapidly from the dehydrogenation prod-
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Industrial and Engineering Chemistry 

Figure 23b. Cross section of catalyst pellet after 10 minutes' reaction 
of disproportionation of toluene. Left, 440°C. Right, 530°C. Black 

part represents coke deposited (43) 

uct. Activity decreases are 30% for the 400°C catalyst and about 50% 
for the 480°C catalyst. Such behavior is wholly a function of the relative 
magnitudes of main reaction and coking rates, or, in terms of the param
eters of the problem, the selectivity factor (kAtd/kA), set at unity in 
Figure 23a. 

Another recent study of intraparticle poisoning profiles with some 
accompanying experimental data is that of Gioia, Gibilaro, and Greco 
(45). Their analysis involves a type I reversible chemisorption specified 
by Langmuir isotherm; competition for adsorption sites with the reactant 
is not considered, so the analysis actually is for nothing more than time 
dependent intraparticle diffusion and sorption. Experimental data were 
obtained for the water vapor-poisoned hydrogénation of ethylene on a 
copper-magnesia catalyst; poison adsorption was said to be very rapid, 
and correspondence with the theoretical model checked by comparison of 
the total fraction of area poisoned determined experimentally (by de
crease in conversion) with those determined from integration of the 
sorption profiles. The authors claim good agreement between theory and 

Industrial and Engineering Chemistry 

Figure 23c. Cross section of catalyst pellet after dehydrogenation of 
η-butyl alcohol. Left, 400°C after 50 minutes. Right, 480°C after 30 

minutes. Black part represents coke deposited (43). 
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348 CHEMICAL REACTION ENGINEERING 

experiment; however their enthusiasm is not shared by the writer; there 
is considerable scatter in the experimental-theoretical correlation, and it 
is not clear that the type of "independent" poisoning postulated is a true 
deactivation effect or is more closely related to sorption competition. One 
is left with the feeling that such a model probably oversimplifies events 
and a consideration of some direct interaction with reactants in the 
analysis would have been more satisfactory. A direct extension of the 
Masamune and Smith analysis, using Langmuir-Hinshelwood rate forms, 
has also recently been given by C h u (46). 

Regeneration Kinetics and the Shell Progressive Mechanism. The 
previous discussion of deactivation effects on the intermediate scale has 
shown the close interconnection between the mass transport properties 
of a given catalyst/reaction system and its corresponding deactivation 
behavior. Particularly, starting with the pore mouth-poisoning model, it 
has been shown that very sharp concentration gradients of poison can 
be developed within the porous material, as is directly shown by the re
sults of Murakami et al. in Figure 23. Such very sharp, almost discon
tinuous, gradients have come to be recognized as particularly important 
when coke is removed from a catalyst during regeneration. Although this 
review is primarily concerned with the gloomy side of catalysis, as em
bodied i n deactivation, and a discussion of detoxification or regeneration 
is generally beyond the present scope, the question of coke removal is so 
intimately bound up with that of coke formation in the literature that an 
exception must be made here. A t the expense of some repetition of por
tions of the material already discussed, we consider some problems 
associated with regeneration of coked catalysts. 

The first problem to consider in coke removal is the kinetics of carbon 
burning. A good example of what is observed is given by the data of 
Rudershausen and Watson (16) on coke removal from the molybdena-
alumina catalyst they used in their aromatization studies. These data 
are given in Figure 24a; it is clear that two different types of carbon 
burning are involved. The first occurs at a high rate, passes through a 
maximum, and then decreases rapidly until an apparent second type, 
occurring at a low but relatively steady state, is observed. It was sug
gested that the first period corresponded to removal of carbon from the 
external surface of the catalyst particles, and the low rate period corre
sponded to the combustion of carbon in the internal pore structure of the 
catalyst. The problem of carbon burning kinetics and the apparent 
duality of rate periods was subsequently treated in detail by Ausman 
and Watson (47), the essentials of which are presented here [see also 
Bondi et al. (38)] . 

Ausman and Watson assumed in their analysis that the external 
burning of carbon (termed the "constant" rate period) would continue 
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0.25 ι 1 π 1 1 1 I Ί I 

0 4 6 12 16 20 24 28 32 
INSTANTANEOUS REGENERATION TIME, MINUTES 

Chemical Engineering Science 

Figure 24a. Carbon evolution rates at various levels of original total carbon 
deposition (16) 

until al l the coke on the external surface had been removed; then the 
second period ( the "falling" rate period ) commenced with burning of the 
interior coke deposit. Two separate analytical formulations of the problem 
are thus required, corresponding to each of the burning periods. A n 
oxygen balance on a spherical particle for the constant rate period is, in 
dimensionless form: 

where 

ΨΤ^'%ΥΝ'* ,42) 

( = r/R 

φ = yo2/2/θ2,ι 

N , = kPR* 
D02CN 

in which y02 and y02,g are oxygen mole fractions in the pellet and the bulk 
gas, respectively, D 0 2 is the oxygen intraparticle diffusivity, k is the car
bon burning rate constant, C is the total ( gas ) molal concentration, Ρ is 
the total pressure, and Ν is the molal ratio of carbon to oxygen in the 
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350 CHEMICAL REACTION ENGINEERING 

reaction. The carbon burning rate is taken to depend only on the oxygen 
partial pressure in the gas; hence the kinetics of oxygen disappearance 
are given by: 

r 0 2 = -kPyQ2N (moles 0 2 /hr-ft 3 ) (43) 

This form of carbon burning kinetics is disputed by Bondi, Mil ler , 
and Schlaffer and by the later work of Weisz and Goodwin (48), both of 
whom indicate first order dependence on both oxygen and carbon: 

r c = -kPyQ2Cc (43a) 

This would seem to be fairly well established and experimentally sup
ported, so the kinetics of Equation 43 represent a limitation on the 
analysis. The kinetics of coke oxidation are discussed in more detail later. 

The boundary conditions used by Ausman and Watson to solve 
Equation 42 were: 

ξ = 0, φ finite 

The Sherwood number defined in Equation 44 expresses the ratio of ex
ternal to internal mass transport rate coefficients: 

Sh — D02/RgTgkgR (45) 

where Rg is the gas constant, Tg is the bulk gas temperature, and kg is the 
external mass transfer coefficient. It is interesting that Ausman and Watson 
chose this form for the boundary conditions of the problem, since the signal 
importance of external boundary layer transport in various types of dif
fusion-limited catalytic problems has only recently been rediscovered by 
those active in the field. The solution to Equations 42 and 44 is: 

Ψ = β ΰ [ ^ (Nr)\ m 

where 

During the constant rate period, the 0 2 profile of Equation 46 is time 
invariant, so the carbon burning rate at any particular point w i l l be 
constant (though, of course it w i l l vary throughout the structure). After 
θ time of regeneration, the carbon concentration at any point is: 
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7. BUTT Catalyst Deactivation 351 

C c = C e ° - (kPy02)(^^e (47) 

in which Mc is the molecular weight of carbon, p8 is the catalyst particle 
density and CC9 Cc° are in units of lb carbon per lb catalyst. In dimen-
sionless form, one obtains: 

_ γ _ ι XjlL l ~ s i n h ( ^ ) l ( Λ Λ , 
Cc° M L sinh (Nr) J w 

where 

ND02CyO2,9Nce 
p8Cc

0R2 

The fraction of initial carbon remaining i n the pellet at τ is: 

= l - ( ^ ) ( ^ V - l ) r (49) 
j f 1 ^ * V ^ / \ t a n h i V r y/ 

and the length of the constant rate period ( X = 0 at £ = 1 when the 
constant rate period ends) is from Equation 48: 

TCRP == fH )̂ 
A T 

W e are now in a position to see what these results indicate as far as the 
over-all carbon burning rate is concerned—i.e., what the general form 
of the kinetics of observed carbon disappearance would be during the 
constant rate period. Let us assume, as Ausman and Watson did , that 
such a rate would be given by: 

r ' c , over-all = k'cf(y02)f(XF) lb mole/hr-ft 3 (51) 

where J(XF) indicates some functional dependence with respect to the 
"average" carbon concentration. The over-all rate of change of carbon 
content with time is obtained from Equation 49 as: 

^ • ^ ( l i X t d h V - 1 ) ( 5 2 ) 

and terms of Equation 51 can be shown by comparison to be: 

/(2/02) = Vo2,t 

f(XF) = 1 (53) 

3XD02C J [(AV/tanhiV r ) - 1] } 
R \1 + Sh[(A%/tanhN r) - 1] f 
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352 C H E M I C A L REACTION ENGINEERING 

In the falling rate period, the analysis is somewhat more complex since 
as this period progresses, a carbon-free zone develops within the particle 
where the only process occurring is the diffusion of oxygen to that portion 
of the particle still containing coke. This is illustrated generally in Figure 
24b, where for values of τ > T C RP one sees that the carbon profiles fall to 
zero at radial positions within the external surface of the particle. 

Chemical Engineering Science 

Figure 24b. Carbon profiles for N r = 6.80 (47 ) 

In the diffusion zone, £ > £' on the figure, we have: 

± ± ( a È ± \ - 0 

« - 1 ! = έ ^ ^ 

whence: 

jsh+ [a/a - m α/η - a/a ( S 5 ) 

| S h+ [(W) - i ] f + sh+ [d/n - i ] ( 5 5 ) 
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7. BUTT Catalyst Deactivation 353 

In the diffusion-reaction zone, Equation 42 applies with the first boundary 
condition of Equation 44 changed to φ = ψ' at ξ = This result is: 

» - » U « i n h ( ^ ) j ( 5 6 ) 

The interfacial oxygen concentration ^' can be obtained by equating the 
gradients of ψ and ψ' at 

1 
* 1 + [ U - Π + Sh f ] {[ΛΓ^/tanh {Nf) ] - 1} 

The carbon concentration at any point in the reaction zone is: 

•2 Λ 
XoRP — A r I l 

• / T R I 

A ' — X C R P - A V / ψ (IT (57) 
"TCRP 

with: 

A V B P = 1 - (7) 
sinh QVré) 
sinh (ΛΓΓ) 

which allows one to compute profiles as shown on Figure 24b. If one 
attempts to cast the kinetics of the falling rate period into the form of 
Equation 51, using the same procedures as before, the result is a very 
messy expression in which f(t/o2) i s again given by y02,g but k'cf(XF) 
is a nonseparable implicit expression involving Nr, Sh, D 0 2 , N, and C ; 
in fact, a horrible mess. Thus, aside from the valuable analysis which 
Ausman and Watson provided concerning the details of regeneration 
mechanisms and coke profiles during regeneration, they also showed that 
general, over-all burning rates are very complex kinetic functions, par
ticularly in the falling rate period, which may not be amenable to simple 
interpretation in terms of standard rate equation forms. 

In practice, however, the kinetics and mechanism of coke burnoff 
may not always be quite as complex as these results would indicate. It 
was assumed in the development by Ausman and Watson that a combined 
mass transport-chemical reaction rate process determined the over-all 
kinetics of carbon burning. From information such as that in Figure 23, 
however, we know that rate-controlling regimes can change as tempera
ture changes and, by analogy to deactivation mechanisms, one would 
expect a transition from uniform regeneration at lower temperatures 
(kinetics of carbon burning control), through a transition such as that 
analyzed by Ausman and Watson, to a point at which rates are completely 
diffusion-limited, and the burnoff of coke occurs at a sharp and moving 
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Low temp Intermediate temp. High temp, 
(a) (b) (c) 

Center Center_^ Center 9 

radius""** radius radius 

Journal of Catalysis 

Figure 25a. Coke concentration vs. radius in beads for successive stages of 
burnoff for three temperature regions (49) 

Journal of Catalysis 

Figure 25b. Model of shell progres
sive combustion (49) 
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Figure 25c. Average observed burning rates of con
ventional silica-alumina cracking catalyst. Initial car
bon contents, 3.4 wt %. Beads (dashed line) and 

ground up catalyst (full curve) (49). 

interface in the particle. The latter event has been termed a "shell pro
gressive" regeneration and has been studied experimentally by Weisz 
and Goodwin (49), whose illustrations of the concepts just described are 
shown i n Figures 25a and b. The results of some experiments along these 
lines are shown in Figure 25c. One can estimate, using the criterion 
proposed by Weisz (50) for the absence of significant diffusional limita
tions on reactions within porous media, at what point such limitations 
(referring specifically to diffusion of oxygen) might become apparent i n 
regenerations. For regeneration kinetics this criterion requires 
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356 CHEMICAL REACTION ENGINEERING 

for no appreciable oxygen concentration gradients, where r 0 2 * s the ob
served rate of consumption of oxygen per unit volume of catalyst, and 
C02,g is the oxygen concentration in the bulk gas phase. The analysis of 
Weisz and Goodwin is based on Equation 56, using typical values for 
conventional cracking catalysts. For this: R = 0.2 cm, D 0 2 '—'5 Χ 10"3 

cm2/sec, C02,g — 3 χ 10~6 mole/cm 3 , and one has: 

^o2 < 4 Χ 10"7 moles 0 2 / c m 3 sec 

Above this level of oxygen consumption, appreciable gradients of 0 2 con
centration w i l l occur, and the removal of coke w i l l be nonuniform. The 
data in Figure 25c represent average burning rates (to 85% removal) 
for carbon removal from a conventional cracking catalyst containing an 
initial coke concentration of 3.4 wt % . The maximum combustion limit 
computed above is indicated on this plot, and deviations from the Arrhe-
nius form, typical of diffusional intrusions, are observed for the beaded 
catalysts while the powder results indicate that nothing funny is going 
on with the intrinsic kinetics. Weisz and Goodwin also present visual 
evidence of coke profiles from beads partially regenerated at 450°, 515°, 
and 625°C, indicating the presence of the three regions depicted in 
Figure 25a. 

Analysis of the shell progressive region of regeneration kinetics is 
relatively simple and represents a limiting case of the Ausman and Watson 
analysis. The rate of reaction of oxygen is equal to the diffusion rate at 
the particle surface in the shell progression region, so: 

and the carbon removal rate is Ν times this amount. The fraction of initial 
carbon remaining at any time is given simply by the ratio of the volumes 
of two spheres (assuming that geometry), one with £ = 1 and one with 
f = ? : 

X F - ( ? ) * (58) 

The gradient (άψ/άξ)ξ==1 in Equation 57 is obtained from Equation 54 
with the boundary conditions: 

{-1 ψ=1 

ί — ? φ = ο 

The result obtained by Weisz and Goodwin for the fraction of initial 
carbon remaining according to the shell progressive mechanism is: 
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7. BUTT Catalyst Deactivation 357 

f(Xp) - \ (1 - A V / 3 ) - { ( 1 - XF) - T' (59) 

where 

, = A D 0 2 C t / o 2 , g 

Experimental burnoff results at 700°C plotted vs. time according to Equa
tion 59 are shown on Figure 26a for 350 m 2/gram silica-alumina catalysts 
differing in initial coke content and diameter. The linear function is 
obeyed well over the entire range of burnoff times studied. Because of 
this linearity, the burnoff rate for a given catalyst can be characterized 
by the time required for a certain percent of total burnoff; Weisz and 
Goodwin employ the "85% burnoff time" as such a characteristic value 
which is experimentally convenient to measure. From Equation 59, with 
X F = 0.15: 

7? 2Γ 0 

0 8 5 — (0.076) v n / minutes (60) 

The various proportionalities indicated in Equation 60 are subject to 
simple, direct experimental test; the results of a number of such tests are 
shown in Figure 26b, c, and d. 

The dependence of burnoff on C c ° , initial carbon concentration, is 
a direct proportionality, as indicated by the agreement of experiment 

0 2 0 4 0 6 0 8 0 1 0 0 

T I M E , M I N U T E S 

Journal of Catalysis 

Figure 26a. Burnoff function vs. time on three different 
beads. XF = fractional amount carbon remaining (49). 
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V I I I I 1 
1 2 3 4 5 

INITIAL CARBON LEVEL,(WT.%) 
Journal of Catalysis 

Figure 26b. Dependence of burnoff time on initial 
carbon level, for diffusion controlled combustion 

(silica-alumina cracking catalyst, 700°C) (49) 

with Equation 60 shown in Figure 26b. The experiments represent burn-
off measurements with a commercial silica—alumina catalyst (10 wt % 
A 1 2 0 3 , 0.15 wt % C r 2 0 3 ) , uniform beads of 0.4 cm diameter, coked to 
initial levels between one and 5 wt % carbon. The dependence on par
ticle size was tested with beads of the same catalyst of varying diameter 
coked to an initial level of 3.0 ± 0.2 wt % . Again, the correlation with 
theoretical burnoff expectations (0 8 5 aR 2 ) is excellent, as shown in Figure 
26c. The dependence on diffusivity—i.e., the dependence of burnoff on 
the structure of the catalyst—was investigated using uniform size samples 
of widely different pore structure. The diffusivity was determined with 
hydrogen by a modified Wicke-Kallenbach (51) counterdiffusion meas
urement; since oxygen diffusivity at constant temperature should be 
proportional to hydrogen diffusivity, it serves to correlate 0 8 5 with D H 2 

for the various materials studied. Again, good agreement is obtained 
(Figure 26d). The major characteristics of the various materials used 
in the studies of Figure 26d are summarized in Table X I . A final test, 
that of the inverse proportionality of the burnoff time to oxygen partial 
pressure, was also conducted by Weisz and Goodwin, once again with 
excellent agreement with the theoretical prediction. 

From these extensive experiments it seems clear that the regeneration 
of coked catalysts at high temperatures is governed by diffusion limits, 
and the shell progressive mechanism provides a satisfactory representa
tion of the over-all process. Further, we have seen that coke deposition 
(as well as general poisoning by reaction impurities) can also be gov-
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Journal of Catalysis 

Figure 26c. Dependence of burnoff time on bead size for 
diffusion controlled combustion (49) 
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Journal of Catalysis 

Figure 26d. Dependence of burnoff time on structural 
diffusivity, of various types of spherical particles, for 

diffusion controlled combustion region (49) 
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360 CHEMICAL REACTION ENGINEERING 

DIMENSIONLESS TIME, Θ Α , l'IO 

AlChE Journal 

Figure 27a. Comparison of shell model and numerical 
solution for parallel fouling, h = 1.0 (41) 

erned by diffusion limits under certain conditions (viz., Murakami et al), 
so that shell progressive processes occupy an important position in inter
preting and analyzing both deactivation and regeneration. Other studies 
of regeneration kinetics include the earlier investigation of Haggerhammer 

Table XI. Catalysts Used in Diffusivity Experiments" 

Number (from Figure 26d) Description 

1 Laboratory-prepared si l ica-alumina; sur
face areas from 270 to 400 m 2 /g. 

2 Commercial silica-alumina with 0.15 wt 
% chromia. 

3 Similar to sample 2, but after commercial 
service and exhibiting some thermal 
damage. 

4 High diffusivity silica-alumina with a 
bimodal pore size distribution. Prepared 
according to method of Weisz and 
Schwartz {52). 

5 Chromia—alumina with high coke com
bustion activity {52). 

a Data of Weisz and Goodwin (49). 
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7. BUTT Catalyst Deactivation 361 

and Lee (53) on coke combustion on cracking catalysts i n moving beds. 
A number of further studies of shell progressive or related mecha

nisms have been reported, representing for the most part extension of 
the basic theme of Ausman and Watson and Weisz and Goodwin which 
we have chosen for illustration. Masamune and Smith (41) could, of 
course, easily simplify their general solutions to express the limiting case 
of the shell progressive analysis. In general, they found that over-all 
calculations according to the shell progressive simplification give results 
within about 15% of the detailed numerical calculations for type I and 
type II reactant inhibition, even in those cases where the diffusion through 
the deactivated (or regenerated, as the case may be) portion of the par
ticle is not the rate-determining step nor close to it. For type II product 
inhibition, the shell progressive model was found to be much more re
stricted i n application, with large discrepancies noted between the model 
and numerical calculations unless the shell-diffusion step was rate limiting. 

THIELE MODULUS.h 

AlChE Journal 

Figure 27b. Comparison of shell model and numerical solution for 
series fouling, ε = 1.0, γ — 1.0 (41 ) 
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362 CHEMICAL REACTION ENGINEERING 

The formal solution procedure used by Masamune and Smith is similar 
to that of Ausman and Watson; a general illustration of the comparison 
between shell progressive and detailed calculation results, in terms of the 
particle effectiveness factor referred to initial conditions is given in Figure 
27a-c (cf., Figures 20 and 21). 

DIMENSIONLESS TIME, θ^, 

AlChE Journal 

Figure 27c. Comparison of shell model and numerical 
solution for independent fouling, hL = 10, bL = 1.0 (41) 

Further significant exploration of the shell progressive analysis has 
also been given by Carberry and Gorring (54). Whi le their analysis pre
sumes no single step to be rate controlling from among bulk gas phase 
transport, diffusion through the regenerated or poisoned region with no 
reaction, or reaction in the central core, some of the generality of the 
other studies mentioned here is missing since diffusion limitation i n the 
reaction zone was not considered. Nonetheless, the interconnection be
tween any of the three possible modes of rate hmitation, either i n poi
soning or i n regeneration, was clearly demonstrated in terms of three 
functionally variant relationships between process time and fraction de
activated (or regenerated). Pure shell progressive poisoning or regen
eration is claimed to be expected only when the Thiele modulus (assuming 
first order type I or type II reactant inhibition) is greater than approxi
mately 200, although we can see from the results of Masamune and Smith 
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7. BUTT Catalyst Deactivation 363 

that this is overly restrictive, at least for type I and type II (parallel) 
deactivation. The discrepancy is more apparent than real; the value of 
h > 200 ensures near-discontinuous concentration profiles at the interface 
between active and inactive portions of the particle; the results in Figures 
27a and c indicate only that similar behavior is obtained even when the 
profiles near this interface are not discontinuous—i.e., there is an inter-
facial zone between active and inactive portions of the catalyst. 

A primary objective of Carberry and Gorring was the relationship of 
over-all fouling or regeneration to time of operation in order to provide 
an analytical basis for the formulation of time-dependent activity ex
pressions such as those of Voorhies which had been derived from experi
mental observation. The characteristic time-deactivation relations asso
ciated with external mass transfer, shell progressive diffusion, or chemical 
reaction controlling in a flat slab catalyst were: 

tm = pL(l -XF)/Nk9C0 

td _ P L 2 (1 - XF) 2/2NDC0 (61) 

ί β — p L ( l -XF)/NkC0 

i n which tm, td, and tc are the characteristic times in the order listed, L is 
the half-thickness, ρ is the saturation concentration of poison or coke, kg 

is an external mass transfer coefficient, and k is a first-order rate constant 
per unit area. The results are readily generalized to spherical coordinates 
and written in nondimensional form, where the over-all time conversion 
relationship is expressed as the sum of the individual terms of Equation 
61: 

e-t ΐ ί ΐ ί p R 2 Γ ( 1 - χ ^ ( 1 A e-tm + td + tc- ^—- ^ - 1 j 
(1-XFW) (1-XF)1/S (62) 

+ 2 + Da 

where Nu is (kgR/D), and Da = (kR/D). The relationship of Equation 
62 is shown in Figure 27d for a range of Nu and Da. The plot of activity 
vs. 0 1 / 2 is linear over a considerable portion of the range included for al l 
the parameters and not far from linear over even a larger range. Sig
nificant curvature does occur at small values of 0, which would be i n 
general accord with observations such as those of Ozawa and Bischoff 
who had to use two line segments to fit activity data at short process 
times; however, it is apparent that shell progressive mechanisms (or 
variants on that theme) do give rise to integral time-activity relationships 
which are in accord with existing correlations. Some additional comments 
on the analysis are given by White and Carberry (55). 
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0 0.2 0 . 4 0 . 6 0 . 8 1.0 

Journal of Catalysis 

Figure 27d. Fraction of spherical catalyst poisoned or regenerated 
vs. dimensionless time, Da = 1, oo (54) 

A major assumption involved in all these studies of shell progressive 
poisoning or regeneration is that of pseudo-steady-state, in which the 
interface is taken to be stationary and the steady-state diffusion-reaction 
problem solved. The validity of this assumption has been examined in 
detail by Bischoff (56), who showed that the accuracy of the approxima
tion depends on the ratio of reactant concentration in the bulk gas phase 
to the bulk density of the solid, C0/p8, being a small number. Since this 
is the case in most gas-solid systems, the pseudo-steady-state assumption 
would not appear to constitute a serious limitation to the shell progressive 
analysis. 
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7. BUTT Catalyst Deactivation 365 

For further details regarding shell progressive or "shrinking core" 
type problems in various applications, the reader is referred to the recent, 
extensive surveys by Wen (57, 58). 

Nonisothermal Analysis. A l l the studies discussed to this point have 
been based on isothermal models of the reaction and deactivation process, 
although it is well known that particularly when diffusional limits are 
present, nonisothermal effects can become dominant in determining the 
over-all behavior. There is, surprisingly, relatively little literature dealing 
with such possibilities. The analysis of Masamune and Smith has been 
extended by Sagara, Masamune, and Smith (59) for type II deactivation 
only with a heat generation term for the main reaction (but not the fouling 
reaction) added. Such inclusion introduces three more parameters into 
an already parameter-laden analysis, but unfortunately this cannot be 
avoided. The new quantities are β, the heat of reaction parameter, and 
7A, 7A,d> the Arrhenius or temperature sensitivity parameters as defined 
by Weisz and Hicks (60). In addition to the mass conservation relations 
of Equations 31 and 32, the energy balance must be included: 

kev2T + ( ~ Δ # ) μ Δ [ Α ] [s] = 0 (63) 

which is solved by numerical means simultaneously wi th the pseudo-
steady-state mass conservation equations to obtain net catalytic behavior 
in terms of a time-dependent effectiveness factor as before. The boundary 
conditions of temperature used in this solution are analogous to those 
of Equations 33-36 for composition. 

Some interesting example results for type II reactant inhibition are 
shown in Figure 28. The case shown is representative of a moderately 
exothermic reaction, with activation energy for the main reaction about 
20 kcal/mole (based on reference temperature of 500°K) and for the 
deactivation reaction of 30 kcal/mole. The detailed profiles in Figure 
28a are obtained for an intermediate level of diffusional resistance, h = 5, 
and the strong interaction between the internal temperature and reactant 
concentration leads to very complex activity profiles, at least for a limited 
period of operation. Ultimately, long term behavior results in nearly uni
form activity profiles, however, as were found in the isothermal case 
(Figure 21). The over-all effectiveness as compared with isothermal op
eration is shown for this example in Figure 28b. For short lived processing 
periods the catalyst approximates an ordinary nonisothermal diffusion 
limit ( in spite of the strange activity profiles) which for the illustration 
results in an increase in effectiveness relative to isothermal operation. As 
time progresses, though, the amount of deactivation proceeds at an ac
celerated rate until finally it more than offsets the advantage in rate 
arising from the thermal gradient, and nonisothermality eventually results 
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V V '30 

£=0.1 

h = 5 

r/R 
AlChE Journal 

Figure 28a. Radial profiles for parallel 
fouling (59) 

Notation on Figures 28a,b,c (cf., Figure 20): 
β = ( - A H ) D x [ A ] 0 / k e T o 
yA = Δ Ε α / R T o 
yA,d = Δ Ε ^ / R T o 
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7. BUTT Catalyst Deactivation 367 

in poorer performance. The characteristic crossover of effectiveness vs. 
time of operation curves (h as the parameter) noted previously for type 
II parallel deactivation (Figure 21b) is also a characteristic of noniso-
thermal conditions, so that the seemingly more diffusion-limited catalyst 
under initial conditions of operation w i l l actually be the best over the 
long run. 

A few additional remarks concerning the activity profiles shown in 
Figure 28a are warranted. Sagara et ah show that the specific shape de
pends strongly on the magnitude of the Thiele modulus. For a value of 
h = 10, activity profiles are nearly discontinuous, and nonisothermal shell 
progressive behavior is obtained. A value of h = 1 gives almost flat ac
tivity profiles for the parameter employed. In this light, then, it appears 
that changes by a factor of, say, 2 in the Thiele modulus can drastically 
modify catalyst behavior. If the formation of coke can affect the mass 
transport properties of some catalysts as much as the results of some 
investigators we have discussed previously seem to indicate, then the 
catalyst itself becomes an adaptive system with time-dependent h which 
could exhibit quantitatively different types of behavior depending on its 
age. Such variability could have important implications in the determina
tion of macroscopic reactor system stability. A second point involved in 
these sample results of Sagara et ai. concerns the importance of the pa
rameters. In the illustration, yA,d > 7A, which means that as temperature 
is increased the deactivation is accelerated faster than the main reaction. 

DlMENSIONLESS TIME Qk 

AlChE Journal 

Figure 28b. Effectiveness factors for parallel fouling (59) 
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368 CHEMICAL REACTION ENGINEERING 

W e see later that i n deactivation systems where nonisothermalities are 
involved the question of whether the deactivation reaction is more or less 
sensitive to temperature than the main reaction is of primary importance 
in determining over-all behavior. The interactions are coupled and highly 
nonlinear, of course, so that it is almost impossible to estimate reliably 
what the net result of a change in temperature sensitivity w i l l be. For 
present purposes, however, it is only necessary to realize that those results 
illustrated in Figure 28 are specific to y±id > γ Δ and the analysis could 
differ considerably for γ Α > JA,Û-

AlChE Journal 

Figure 28c. Effect of heat of reaction for 
parallel fouling (59) 

For reasonable values of activation energies, regardless of their rela
tive magnitudes, observed behavior is also going to be quite sensitive 
to the heat of reaction. This is shown in Figure 28c, which shows the 
extreme dependence of effective operating life on the magnitude of the 
heat generation parameter, β. Once again, the question of time-dependent 
transport properties might be important since the ratio of effective diffu
sivity to effective thermal conductivity is involved in the definition of β, 
and, once again, modifications in behavior of an order of magnitude may 
be at stake. 

Sagara et al. also present results for type II product inhibition under 
nonisothermal reaction conditions. For this type of deactivation mecha-
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7. BUTT Catalyst Deactivation 369 

nism the opposing effects of reactant concentration and temperature 
which resulted in the odd activity profiles of Figure 28a are absent; coke 
is formed from product and both product concentration and temperature 
levels increase with distance from the pellet surface. Qualitative behavior 
is again similar to that of the isothermal system (cf., Figure 20b), and 
the comparison of effectiveness in the nonisothermal to the isothermal 
case follows that for reactant inhibition: at short times effectiveness is 
greater than the isothermal case, decreasing as time of operation proceeds 
more rapidly than the isothermal value and ultimately falling far short 
of that case. 

This general analysis of Sagara et al. provides a sufficient considera
tion of nonisothermal effects, per se, for our purposes; however, there is 
an additional temperature-related problem of a more specific sort having 
to do with sintering. It was mentioned before that sintering in many 
cases could be regarded as a thermally activated process, and certainly 
in cases of deactivation or regeneration where large temperature gradients 
are encountered it would be possible for physical modification of the 
catalyst to occur as a result of thermal aging or sintering. One situation 
in which such a phenomenon is well known is that of addition of fresh 
cracking catalyst to a fluid-bed reactor-regenerator recycle. Wilson et al. 
( 61 ) have showed that approximately 80% of the surface area of a fresh 
silica-alumina cracking catalyst is lost in the first few hours of utilization 
—somewhat of a puzzle because the normal temperature levels encoun
tered in reactor—regenerator systems are not sufficiently high nor are coke 
levels on spent catalyst from the reactor in themselves sufficiently large 
to produce the temperature gradients necessary to yield the observed 
sintering. The problem has been fairly well resolved in the intervening 
years by an analysis based on temperature gradients resulting from the 
combustion of an oil-rich phase in the nonequilibrium catalyst leaving 
the reactor (35, 36). As a result of this work some very interesting infor
mation on nonisothermalities in coke burning has emerged. The fresh 
catalyst apparently contains sufficient surface area and pore volume to 
produce coke contents much larger than those of the equilibrium catalyst. 
In addition, hydrocarbon sorption on fresh catalyst is much stronger than 
on the aged surface, as shown by the data of Bondi et al. in Figure 29a 
for two model compounds. Thus, when the fresh catalyst is exposed to 
high oxygen concentrations, burning rates are observed which are many 
orders of magnitude greater than comparable coke burning rates, result
ing from the combustion of the strongly adsorbed hydrocarbons. Assuming 
that the burning rates under such conditions are determined by oxygen 
diffusion into the catalyst particle, one derives a mass conservation equa
tion analogous to that of Ausman and Watson (Equation 54). Bondi et al, 
used a slab geometry approximation, presuming the major portion of the 
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370 CHEMICAL REACTION ENGINEERING 

Surface Coverage, Θ 

Industrial and Engineering Chemistry 

Figure 29a. Relative adsorption on fresh and equilibrium catalysts of dode-
cylpyrene and phenanthrene (36) 

Parameter values for Figures 29a,b,c,d: 
Average heat transfer coeff. = 400 Btu/hr-ft2-°F 
Heat capacity of catalyst = 0.27 Btu/lb-°F 
Thermal conductivity of catalyst = 0.3 Btu/hr-ft-°F 
Heats of combustion: carbon, —14000 Btu/lb; hydrogen, —55000 Btu/lb 
Activation energy = 62500 cal/mole; r c = — kWcPo* where W c = coke wt on 

catalyst 
Particle diameter = 80 microns; pore volume = 0.95 cm3/g 
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0 2 4 b 8 10 

Time, milliseconds 

Industrial and Engineering Chemistry 

Figure 29b. Diffusion controlled burning, no gradient in particle (36) 
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372 CHEMICAL REACTION ENGINEERING 

Industrial and Engineering Chemistry 

Figure 29c. Diffusion controlled burning, gradient in particle. Carbon 
5%. Oxygen 20% (36). 
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7. BUTT Catalyst Deactivation 373 

temperature rise to occur before combustion has penetrated very far into 
the particle. Two calculations were reported for the associated tempera
ture rise—one assuming isothermal conditions within the particle and the 
second allowing for the existence of temperature gradients. Details of 
the mathematical procedures are not presented here, but the major results 
of such calculations and associated parameter values are shown in Figure 
29b-d: The temperature histories shown support the general picture of 
a very rapid temperature rise in the particle on contact with the oxygen-
rich phase, with subsequent rapid decay. The magnitudes of temperature 

500 

450 

400 

a. 
£ 350 

300 

250 

1 1 1 1 

" *—•—^4 milliseconds 

" ^ - ^ ^ 2 milliseconds ^ 

- 7 milliseconds N T 

- ' * — - - « J ? milliseconds 

1 1 ι t 
0.2 0 .4 0 . 6 0. 

Fractional Distance From Center 
1 . 0 

Industrial and Engineering Chemistry 

Figure 29d. Diffusion controlled burning. Carbon 5%. Oxygen 20% 
(36). 
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374 CHEMICAL REACTION ENGINEERING 

rise indicated for the typical parameter values given i n the figure are 
of the order of several hundreds of degrees Farenheit, more than ade
quate to produce the temperature levels required for rapid thermal sinter
ing. There is no qualitative difference in the results of the calculations 
assuming no gradients (Figure 28b) and those accounting for possible 
nonisothermality within the particle (Figure 28c). The indicated mean 
temperatures in the latter case run about 30° F higher than the corre
sponding isothermal value, and the total gradient within the particle is 
approximately 40 °F. Uncertainties in the parameter values used to deter
mine these results are sufficient to indicate that the isothermal calculation 
provides an adequate estimate. Thus the rapid loss of surface area of 
fresh cracking catalyst appears to be wel l explained in terms of thermal 
sintering caused by large temperature rises occasioned by combustion 
of relatively hydrogen-rich coke contained preferentially and in large 
quantity in the pore volume of the material. 

TIME, 1000 SEC. 

Industrial and Engineering Chemistry 

Figure 30a. Carbon and hydrogen conversion with time 
(62) 

Conditions for Figures 30a,b: 
13.3 mg. C sample (9.6% by wt C on catalyst). 400 cc. STP/ 
min. gas flow. 800 mm. approximate total pressure. 

Run Temp., 0 2 Press., 
No. °C Atm. 
48 480 0.062 
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7. BUTT Catalyst Deactivation 375 

Some subsequent, detailed studies of the oxidation of coked s i l ica-
alumina catalysts have been reported by Massoth (62) and by Massoth 
and Menon (63). The former study reports experimental evidence indi
cating that the carbon and hydrogen components of coke are oxidized 
at differing rates. Under conditions corresponding to chemical control of 
the coke oxidation (49, see Figure 25), below 475°C with 2-mm diameter 
beads, the data shown in Figure 30a were reported by Massoth. Clearly 
the carbon and hydrogen are being oxidized at different rates, and one is 

Industrial and Engineering Chemistry 

Figure 30b. Model for simultaneous carbon and hydrogen 
reaction (62) 

therefore involved with two separate, parallel gas-solid reactions which 
may or may not be coupled. Massoth was able to obtain a conventional 
chemical rate correlation for the coke oxidation data; however the hydro
gen did not fit a surface reaction model. The final analysis given proposed 
a double core model for the over-all oxidation (Figure 30b) in which 
two interfaces develop as the reaction proceeds, the outer that of the 
carbon-oxygen and the inner that of hydrogen-oxygen. The hydrogen 
burning rates are taken to be controlled by oxygen diffusion through the 
unreacted carbon layer to the inner core, and the carbon burning rates 
chemically controlled. Quantitative development of this double core 
model resulted in a satisfactory correlation of data on both burning rates 
and product distribution variations with time. 

Massoth and Menon (63) have further investigated the initial tem
perature transients involved in the oxidation of coked catalyst, and identify 
such temperature excursions with the oxidation of a strongly adsorbed 
hydrocarbon species containing a higher ratio of hydrogen than normal 
coke. This active species appears to be formed normally during the coking. 
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25 
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2 3 4 

(initiai) wt % Carbon 

Journal of Catalysis 

Figure 31a. Independence of the intrinsic burning 
rate from initial coke level (silica-alumina at 527° C). 

For 10% Al203; 100-500 m2/g (48). 

Such reactivity and associated temperature transients on initial oxida
tion should not be confused with the reactivity problems of fresh catalyst 
discussed previously; the studies of Massoth and Menon presumably in
volve equilibrated silica-alumina catalysts, and the temperature rises 
involved i n this experimentation are on the order of 100 °F. Nonetheless, 
substantial thermal gradients are involved in regenerating even equi
librium catalyst, so that long term thermal sintering is a primary event 
in the over-all deactivation of fluid-bed silica-alumina catalysts. Further, 
the disparity between carbon oxidation and hydrogen oxidation kinetics 
discovered by Massoth indicates the true complexity of the regeneration 
process and the difficulties of determination of the true kinetics of the 
coke oxidation reaction. 

Kinetics of Coke Oxidation. While this section generally deals with 
deactivation effects in intermediate systems, we have seen that the kinetics 
and mechanisms of coke deposition and regeneration form the starting 
point for many of these problems. Discussion of the question of what 
the intrinsic kinetics of coke oxidation are at this point may seem some
what out of place, yet the question has arisen at several places in the 
prevision discussion (as with Equation 43) so it is appropriate now to 
consider the kinetic problem in more detail. 
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7. BUTT Catalyst Deactivation 377 

W e have seen from the early results of Weisz and Goodwin (49) the 
range of conditions over which coke oxidation is governed by oxygen 
diffusion, leading in the limiting case to a shell progressive burning 
process. Intrinsic kinetics of the carbon burning process were reported 
by Bondi, Mil ler , and Schlatter (36) to be first order in carbon and first 
order in oxygen, as given in Equation 43a: 

No detailed data were given by Bondi et ai. to support this expression; 
however the subsequent study of Weisz and Goodwin (48) clearly dem
onstrated the validity of the first-order dependence on carbon concen
tration and explored a number of associated factors in the oxidation 
reaction. 

The reasonableness of first order kinetics with respect to coke con
centration is suggested by the prior work of Haldeman and Botty (23), 
who measured the dispersion of coke deposits with an electron micro
scope. They found these deposits to be highly dispersed, which suggested 
that a large weight fraction of coke could exist on a catalyst in a state 
such that the entire amount is accessible to the oxygen reactant. For 
example, the carbon atom in graphite occupies an area of about 4 A 2 , 

rc = —kPy02Cc (43a) 

1 .0 

0.5 

O J 

( < V C c > 

. 538 # C, AIR 
Si/AI 

, ο ι I 8 5 L Z J 1 L 

10 20 3< 
TIME, MINUTES 

Journal of Catalysis 

Figure 31b. Typical examples of rate plots of carbon 
remaining vs. burning time. Curve A: Normal sample. 
Curve B: Initial flattening due to carbon overload (partial 

inaccessibility) ( 48 ). 
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378 CHEMICAL REACTION ENGINEERING 

and if this is taken to be the area of a coke unit, then at one monolayer 
coverage on a catalyst of 250 m 2/gram area there is 12.5 wt % carbon. 
Experimentally, Weisz and Goodwin confirm the uniform accessibility of 
coke on a 250 m 2/gram catalyst up to about 6 wt % carbon; thus for a 
given temperature and oxygen partial pressure within this uniformly 
accessible region: 

Verification of this, expressed in terms of the time required for 85% coke 
burnoff, 0 8 5 (k = 1.9/085) is shown on Figure 31a for burning kinetics 
as a function of initial carbon content and on Figure 31b for the con
version as a function of time. The initial flattening on curve Β of Figure 
31b indicates the region in which total carbon surface is not uniformly 
available to the reactant oxygen. 

Combustion behavior was found to be independent of the structural 
properties or history of the S1O2-AI2O3 catalysts investigated, and inde-

(64) 

MIN. 

\ 
100 Η Ο 

\ 

I0H 

\ 
\ 

\ 

400 450 500 550 600 
Journal of Catalysis 

Figure 32a. Burning rate constant on different Si02-
Al2Os catalysts (48) 
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7. BUTT Catalyst Deactivation 379 

450 
ι — ι — Γ 

500 550 600 650 e C 

Journal of Catalysis 

Figure 32b. Burning rate independence from origin of the 
coke (48) 

Legend: (a) laboratory cracking of a (light East Texas) gas oil 
at 470°C (O) and (Q); (b) commercial refinery cracking in adia-
batic TCC moving bed reactor (fr); (c) cracking of cumene in 
a differential reactor at 420°C (Π); (d) cracking of a C6 to do 
naphtha mixture at 536° C (Δλ* (e) reaction of and exposure to 

propylene at 420°C (+) 

pendent as well of the source of the coke, including laboratory cracking 
of L E T G O , commercial cracking i n a T C C moving-bed unit, etc., as 
shown in Figure 32 a,b. Further, it was concluded that the combustion 
reaction as observed on silica-alumina was uncatalyzed, by comparison 
of the intrinsic rate constant on S1O2-AI2O3 with those measured on a 
variety of other oxides, as shown in Figure 32c. The activation energy, 
corresponding to the lines drawn in Figure 32, is 37.6 ± 1.6 kcal/mole, 
and the intrinsic burning rate constant i n al l these cases is: 

k — (4 X 107) exp [-(37,600 ± 1 , 6 0 0 ) s e c " 1 (65) 
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380 CHEMICAL REACTION ENGINEERING 

\ 

" 1 1 1 1 1 
400 450 500 550 600 °C 

Journal of Catalysis 

Figure 32c. Comparison of intrinsic combustion rate con
stant on various noncatalyzing oxide bases: X , Filtrol 110; 

silica-^nagnesia; ·, Fullers earth. Dashed line is stand
ard noncatalyzed kinetics (48) 

Initially enhanced burning rates were noted by Weisz and Goodwin, 
as we have discussed previously with respect to the results of Massoth 
and Menon, although in this work it was concluded that such transients 
were associated with the combustion of residual oil since the effect could 
be eliminated by prepurging test samples at high temperatures. The 
reported activation energy is in good agreement with the value of 34.5 
kcal/mole previously reported by Haldeman and Botty (23). Further 
comparison of the value of the specific rate constant determined by Weisz 
and Goodwin with that for graphite oxidation determined by Gulbransen 
and Andrew (64) (determined for conditions of Pt/o2 = 0.21 and 4.1 X 
10" 1 6 c m 2 per graphite atom) gives: 

k (Weisz and Goodwin) — 4 χ 107 exp (-37,600 ± 1600/ΛΤ) 

k (Gulbransen and Andrew) = 3 X 10 7exp (-36,700/#!F) 
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7. BUTT Catalyst Deactivation 381 

This comparison provides additional support for the contention that the 
coke oxidation is independent of carbon structure and is not catalyzed 
by the silica-alumina. 

A very striking example of the catalysis of coke oxidation, however, 
was provided by incorporating a transition metal oxide such as chromia 
into the S1O2-AI2O3. Similar activation energies were observed, but the 
absolute rate was approximately a factor of four greater under identical 
conditions on a catalyst containing only 0.15 wt % C r 2 0 3 . When one 
deals with other types of transition oxide containing catalysts, such as 
chromia-alumina, the enhancement of burning rate is even more pro
nounced; differences by orders of magnitude from those on conventional 
S1O2-AI2O3 are to be expected. 

Detailed mechanistic explanation of the observations of Weisz and 
Goodwin is complicated, however, particularly by the extreme sensitivity 
of rate to very small amounts of transition metal incorporated into the 
S1O2-AI2O3 matrix and the similarity of activation energies between the 
catalyzed and non-catalyzed oxidation. They concluded that the observed 
temperature coefficient did not reflect the activation energy of a simple 
kinetic step, but was the result of a mechanism proceeding via a mobile 
transition state possessing an unfavorable free energy of formation, or 
of a mechanism producing a product strongly inhibiting the oxidation by 
removing carbon sites from the reaction. This result again corroborates 
the message concerning coke oxidation and catalyst regeneration that 
we (by now) have seen from the results of each group of workers dis
cussed so far: the over-all kinetics of coke combustion are comparatively 
simple, but the mechanism is apparently not. 

The general first-order dependency of burning rate on carbon tested 
so thoroughly by Weisz and Goodwin appears well established, and has 
been investigated, in addition to the works cited, by Massoth (62) and 
Walker et al. (65). Kinetics with respect to oxygen have also been well 
established as first order by Walker et al. and corroborated i n several 
subsequent studies, notably that of Massoth. It was indicated previously 
that when the combustion of hydrogen is considered separately from that 
of carbon, a difference in rates is observed such that the analytical treat
ment of both reactions would involve a model of independent and parallel 
gas—solid interactions. The combustion of carbon is the slow reaction, 
however, and for purposes of regeneration analysis or design this com
plication may be safely neglected. Hence, Equation 43a with rate param
eters and activation energy as reported by Weisz and Goodwin provides 
an adequate representation of the intrinsic kinetics of coke oxidation. 
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382 CHEMICAL REACTION ENGINEERING 

Deactivation Effects in Macroscopic Systems: Analysis of 
Chemical Reactor Performance 

The consequences of catalyst deactivation on reactor behavior and 
performance almost deserve the title of the forgotten effect in chemical 
reaction engineering. While our review to this point has been, in its 
content, necessarily selective it would almost be possible from here on to 
include all the pertinent studies of catalyst poisoning and reactor systems 
since there have been so few. It w i l l be apparent early in the discussion 
of reactor systems subject to catalyst decay that one is never very far 
from discussing pure optimization problems, and, indeed, it is in this 
area that much of the interest and effort in the area is directed at present. 
Nonetheless, we make a rough division in this discussion of macroscopic 
effects between those studies directed predominantly toward modeling, 
simulation, or parametric identification on the one hand and those more 
purely concerned with optimization problems on the other. Needless to 
say, the distinction between the two is apt to become blurred at times. 
Further, while fluidized beds are certainly of considerable importance in 
catalytic process, the bulk of literature information deals with fixed beds, 
and hence the primary concerns of this review are in that area. W e shall 
see, however, that some general relations can be established between 
certain types of deactivation effects in fixed beds and their analogs in 
moving or fluidized beds. For a detailed analysis of activity levels in 
fluidized reactor—regenerator systems, using integral time-dependent ac
tivity functions of the form of Equation 4, the works of Petersen (66) 
and of G w y n and Colthart (67) are comprehensive examples. 

Identification of the Behavior of Reactors Subject to Deactivation. 
Serious analytical studies of catalyst deactivation date from the last dec
ade. In 1961 Anderson and Whitehouse (68) published one of the first 
such studies, dealing with the effect of specified relative activity equa
tions and poison or activity distributions within the reactor on the over-all 
observed performance. This is not a reactor modeling study per se but 
rather one in which concentration and activity profiles are arbitrarily set; 
hence, the relation between microscopic and macroscopic poisoning effects 
is specified only indirectly. They consider various forms of the activity 
relationships similar to those of Equations 3 and 4: 

— = ( 1 + W ? * ) - 1 (4a) 

— = exp(— a2Cp) 
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7. BUTT Catalyst Deactivation 383 

Table XII. Activity Correlations and Poison Distribution 
Equations (68) 

Effectiveness of Poison per 
Case Increment of Bed 

I moderate to very strong 
II moderate: [s/s0 — 

1 - (« i/« . )CJ 

I I I strong: [ s / s 0 = (1 + s0asCp)'1'] 

I V strong (III) 

V very strong: [s/s0 = 
exp{—a2/Cp)] 

V I very strong (V) 
V I I very strong (V) 
V I I I strong (III) 
I X weak: \_s/s0 — (1 - s 0 a 3 C p ) " 1 / 2 ] 

Tendency of Poison to 
Accumulate near Inlet 

very strong 
independent of distribution 

very strong: [f(Cp/Cp°) — 
exp(— b'w)~\ 

strong: [f(Cp/Cp°) -
(1 + 6 ^ ) - ΐ ] 

very strong (III) 

strong (IV) 
very strong: [f{Cp/Cp°) = 

(1 - 6 ' t u ) ] 
very strong (VII) 
very strong (III) 

and various types of poison or activity distribution equations with reactor 
length, w: 

f(Cp/Cp°) — (1-b'w) b'w^l 

f(Cp/Cp°) —exp(-b'w) 

f(Cp/Cp°) = (l + b'w)-i 

(66) 

where b' is a constant and f(Cp/Cp°) is the poison distribution function. 
Characteristics of the over-all reactor behavior and/or performance can 
be obtained from Equations 4a and 66 by suitable averaging. Thus: 

W 

Ρ = ψ f (s/s0)dw 

ο 

where F is the average relative activity of the reactor with respect to 
initial conditions, and: 

W 

(CP/C/)=±f f(Cp/Cp°)dw (67) 

where (Cp/Cp°) is the average poison concentration in the reactor. Inte
gration of Equation 67 for the various poison distribution functions yields 
expressions such as the following for the exponential function: 
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384 CHEMICAL REACTION ENGINEERING 

Cp= [Cp°(l - Cp
w/Cp°)]/\n(Cp°/Cp

w) 

Anderson and Whitehouse examined nine combinations of poisoning and 
distribution equations, as detailed in Table XII . Some results of these 
calculations are shown in Figure 33 for the particular examples of Cases 
III and I V with their associated activity and profile expressions. The 
solid lines in Figure 33a represent operation for varying conditions of 
inlet poison concentration (parameter (<xi/s0)Cp°) and the dashed lines 
are for varying exit poison concentrations (parameter Cp

w/Cp°). The 
operation is not very sensitive, in terms of average activity vs. average 
poison concentration, to this second parameter, but it depends strongly 
on inlet conditions. Some further detail on poisoning effectiveness is given 
in Figure 33b, which shows, in crossplot of Figure 33a, how the effective
ness of a poison increases with (<xi/s0)Cp°—essentially a measure of the 
impact on over-all behavior of the magnitude of the activity coefficients i n 
the "microscopic" relationships of Equations 3 and 4—and also demon
strates that the manner of distribution of poison within the bed affects 
its average behavior. Perhaps the most interesting result of Anderson 
and Whitehouse is, unfortunately, not shown on the figure. That is, the 
results in terms of average values (i.e., average activities, average poison 
concentration) or corresponding observables (conversion might be a 
rough measure of average activity, for instance) look alike for all the 
combinations studied. W e note on Figure 33a that (1 — F ) and («i/ 
S0)CP are linear on logarithmic coordinates at lower values of activity. 
This behavior is characteristic of all systems, the sense of the parametric 

100 

( c q / S 0 ) C p 

Industrial and Engineering Chemistry 

Figure 33a. Loss in average relative activity as a function of C D . , constant 
values of F. , constant values of aS0 (68). 
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7. BUTT Catalyst Deactivation 385 

Industrial and Engineering Chemistry 

Figure 33b. Relative activity is dependent 
upon both the poisoning equation and the 

distribution of poison (68) 

dependence on (as/S0)Cp° is characteristic of all systems, and the insen-
sitivity to ( Cp

w/Cp° ) is characteristic of all systems. Hence, in application 
to activity problems al l mechanisms of catalyst poisoning and modes of 
reactor performance turn out to look very much the same, and thus no 
wonder the seeming universal nature of the Voorhies form correlation. 
W e see subsequently that all poisonings do not look the same when it 
comes to problems of selectivity variation, but it is well to keep in mind 
that the indistinguishability of activity behavior is really another instance 
of the difficulty i n inferring detail concerning kinetics or mechanistics 
from integral reaction data. 
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386 C H E M I C A L REACT ION ENGINEERING 

A more detailed study of reactor behavior, using the general approach 
of Anderson and Whitehouse, has recently been given by Wheeler and 
Robell (69). Rather than obtaining average activities via Equation 67, 
however, they compute conversions for the type I poisoning of an iso
thermal, irreversible first-order reaction in a plug flow reactor where the 
rate constant is taken to be a function of poison concentration and the 
poison concentration is distributed in the bed according to fixed bed 
adsorption theory. Thus we have: 

W 

Where k is the first-order rate constant, C0 and Cw are the inlet and outlet 
concentrations of reactant, ν is the superficial velocity, k0 is the initial rate 
constant, and W is the reactor length. The rate constant is a function of 
poison concentration, which in turn is a function of position and time 
of operation. The relationship of k to poison concentration is taken from 
the previous work of Wheeler (37) on selective poisoning. The family 
of curves relating activity to poison concentration shown in Figure 18a 
can be represented in analytical form by: 

7 ~ 8 ~ I 1 + h0C9/Cpao ~~ l + h 0 ] 
(68) 

where h0 is the Thiele modulus for the unpoisoned catalyst and, in the 
context of Equation 68, is the parameter which determines the degree of 
selectivity of the poisoning, Cp is the poison concentration, and C p a 0 the 
saturation poison concentration (s = 0 when Cp = C p o o ) . 

The distribution of poison in the bed is determined from the fixed 
bed adsorption theory of Bohart and Adams (70), in which adsorption 
kinetics are given by: 

= Tads — k&asCp,g (1 Cp/Cp 00 ) 

and the conservation equation, presuming isothermality and plug flow 
with no dispersion, is: 

— ' ads ÔW 

where k&d8 is the adsorption rate constant, and CP}9 is the concentration 
of poison in the gas phase. The adequacy of kinetics such as these in 
describing fixed bed adsorption has been an enduring topic of research 
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7. B U T T Catalyst Deactivation 387 

over several decades; for present purposes we need only consider, as 
noted by Wheeler and Robell, that the kinetic form is of a semiempirical 
nature which can be used to reproduce a number of physically reasonable 
situations via variation of the parameters kada and C p o o . The solution to 
this adsorption problem for a bed initially free of contamination is: 

CP 1 - e x p C - i V f f V f l J ( ν 
C p o o I + exp ( - N t e / B „ ) [exp (Ntw/W) - 1] 

where Nt = k&dsW/v is the number of adsorption transfer units in the 
reactor and 0*, is the ratio of the total capacity of the catalyst for poison 
adsorption to the rate at which poison is introduced to the reactor. 

0«> = PBCPJV/MVC\9 

Here pB is the bulk density of catalyst, M is the molecular weight of 
poison, and C°Pt g is the inlet concentration of poison. 

Equations 68 and 69 can be combined and the reactor equation in
tegral evaluated analytically. The general solution for exit conversion 
as a function of time of operation is: 

For completely nonselective poisoning, h0 = 0 and Equation 70 becomes: 

Κ £ ) - ( έ ) ' ψ - - ( - < ) 

+ » p [ * . ( ! - £ ) ] [ <™"> 

Wheeler and Robell (69) discuss various limiting cases of Equation 70; 
those important in parametric evaluation (of which there are four: 0 X , Nt, 
(k0/k&dB) and h0) are for zero time, for conversion before breakthrough 
of poison from the bed, conversion at long time (0/0* > > 1), and con
version at 0 = 0 X . 
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388 CHEMICAL REACTION ENGINEERING 

Journal of Catalysis 

Figure 33c. Bohart-Adams generalized poison
ing wave profiles. Plots of CD/CD°° vs. λ = 
N r (w/W) for various reduced times, τ = Ν Γ 0/0 Χ 

(69). 

POISONING TIME (DAYS) 

Journal of Catalysis 

Figure 33d. Comparison between calculated and ex-
perimental catalytic activity history for CO oxidation at 
25°C. Curve is calculated, and points are experimental. 
Catalyst 1% Pt-1% Pd supported on alumina (69). 
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7. BUTT Catalyst Deactivation 389 

Some typical poison profiles obtained from Equation 69 are shown 
in Figure 33c. One can see clearly one characteristic of the fixed-bed 
adsorption solution used; after an initial period of transient operation 
there is established a "wave" of poison concentration which passes through 
the bed at a constant velocity and with a fixed shape. This type of 
behavior, involving a constant zone or band of adsorption is, of course, 
well known in various fixed bed problems, and later it w i l l be apparent 
that such fixed waves are also a prominent characteristic of the deactiva
tion of fixed-bed reactors—even where the analysis is carried out from 
a somwhat more fundamental point of view than that used here. 

The approach of Wheeler and Robell for correlating poisoning data 
and for estimating the effects of changes in design factors such as ν or W 
( at least in the sense of qualitative trends ), would seem to be most useful. 
Some experimental verification for the procedure is illustrated in Figure 
33d for the H 2 S poisoning of 1 % P t - 1 % P d - A l 2 0 3 catalyst in the oxida
tion of C O by 0 2 at 0.5 atm. The parameters of the model were estimated 
from the experimental data after assuming that h0 = 0 and poisoning was 
nonselective (curve A of Figure 18a). The resulting computed fit from 
Equation 70 to experimental data is very good, particularly in matching 
the time of breakthrough and in the approach to long time behavior. 
Although four parameters may seem like many when it comes to self-
congratuation on agreement between theory (model) and experiment, 
we shall soon learn just exactly how complicated the problem really is. 

Some Analyt ical Reactor Studies. The first extended analysis of re
actor behavior as a result of catalyst deactivation was given by Froment 
and Bischoff (71, 72). This study focused on the nature of reactor tran
sients and activity profiles resulting from the solution of the appropriate 
continuity equations and kinetics of deactivation formulated according 
to mechanistic schemes such as types I and II, rather than in terms of 
time-dependent correlation. The procedures used by Bischoff and Fro
ment are similar to those used by a number of subsequent workers, so we 
shall follow their development in some detail. The reactor models used 
here and in other studies we discuss are, for the most part, simple one-
dimensional formulations in order to focus primary attention on the basic 
deactivation effects. Froment and Bischoff in addition assume flat ve
locity profiles, constant density and total molal concentration, and iso
thermal conditions. For the main reaction in either type I or type II 
mechanisms, we have for reactant A , mole fraction x: 

(71) 

in which the nondimensional variables τ and ζ are defined as: 
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390 CHEMICAL REACTION ENGINEERING 

τ = — j - υ 
epAilap 

z = w/dpy Ζ = W/dp 

where F is feed rate in mass/time, c is void fraction, dp is the catalyst 
particle diameter, Ω the reactor (total) cross section, pA the mass density 
of reactant A , pB the bulk density of catalyst, w reactor length, θ time, 
and rA the rate of disappearance of A . For the rate of deactivation, which 
w i l l be measured by the rate of accumulation of coke or poison on the 
catalyst we have: 

ac, _ ep^nd, ^ ( 7 2 ) 

OT Γ 

where Cc is the carbon content of the catalyst in wt/total weight. By 
changing variables, Equations 71 and 72 can be simplified to: 

dx ΩρΒάρ 

"di^ F 
rA (73) 

dCc nPAedp n ν 

in which η = τ — ζ, where η is the variable along a characteristic of 
Equation 71. 

Bischoff and Froment consider both cases of type II deactivation, 
so that for the reactant inhibition: 

rA — k ' A P x + k ' A , d P x (75) 

rc — k ' A , J P x (76) 

and for product inhibition: 

r A = k'APx (77) 

re — k ' A ^ d - x ) (78) 

where Ρ is the total pressure. The form of these rate equations does not 
correspond exactly to that of Equations 29 and 30, written as examples 
for the type II system, since the proportionality of both main and fouling 
reactions to instantaneous catalytic activity is not given. This functionality 
was not included in the analysis of Froment and Bischoff as a direct 
proportionality; rather the catalytic activity function used was the in
tegrated form of Table X . Two cases were considered: 
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7. BUTT Catalyst Deactivation 391 

k'A — k'Aos or k'Aid — k'A,d<s 
(79) 

1 
s = exp(— a2Cc) ; s = 1 + KCCC 

corresponding to the strong and very strong activity relationships ex
plored by Anderson and Whitehouse. Of the four possible combinations 
of deactivation mechanism and activity relationship, we consider in detail 
first the development for type II reactant inhibition with an exponential 
activity function. Froment and Bischoff consider here only the activity 
effect on k'A. The conservation equations become: 

°-g - - a [ e x p ( - « 2 C c ) + v]x (80) 

^ r - b x (81) 

in which a=^4^-k^ 

QpAedPP 
0 = y— >° A,d0 

ν = k'AAJk'Ao 

with the boundary conditions: 

Ce(zfl) = 0 
(82) 

expressing the uniformity of initial carbon content at zero time and the 
introduction of a pure feed material into the reactor. For the case of 
ν < < 1, Froment and Bischoff are able to obtain an analytical solution 
to Equations 75-82 as: 

x _ ( l + e x p ( - a 2 V ) [exp (a*) - 1] Y1 (83) 

e x p ( - « 2 C c ) — {1 + exp ( -as ) [ e x p ( « 2 V ) - 1] }_1 (84) 

The results for reactant composition and carbon profiles according to 
these two equations are given in Figures 34a and b as a function of the 
time of operation of the reactor. In general these profiles are non-uniform, 
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Parameter = a z ^ . 
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m2br\ ' 

Chemical Engineering Science 

Figure 34a. Reactant mole fraction vs. time group for 
parallel reaction mechanism with exponential activity func

tion (71) 
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Chemical Engineering Science 

Figure 34b. Carbon profiles for parallel reaction mechanism with 
exponential activity function (71) 
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Κ 

Ο 0-5 10 15 20 

az 

Chemical Engineering Science 

Figure 34d. Carbon profiles for parallel reaction mechanism with 
hyperbolic activity function (71) 
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394 CHEMICAL REACTION ENGINEERING 

nonlinear, and time variant in shape as well as magnitude; simplifications 
based on assumed profile shapes representing average behavior may be 
seriously misleading. 

For the Langmuir form of activity function the conservation equa
tions are 

dx ax ( g 5 ) 

dz 1 + KCCC 

dCc _ bx 
θη' ~ 1+KCCC 

(86) 

where a and b are as defined before except k! A q is written as (k'Ao + 
k'A,dQ) i n a. These equations may also be solved for the same boundary 
conditions (Equation 84) to give: 

x = exp [-az + (1 + 2Kebv') - 1 - KCCC] (87) 

KCCC e x p [ X c C c ] — [(1 + 2Kcbv')1/2 - 1] exp [ - a * 

+ ( l + 2 i W ) 1 / 2 - l ] (88) 

Reactant and activity profiles computed from these expressions for the 
Langmuir-type activity relation, type II reactant inhibition, are shown 
in Figures 34c and d. 

Similar solutions can be obtained for type II, product inhibition 
with the various activity relationships. Figures 35a and b show these 
results, where all parameters are as defined for Equations 80 and 81 and 
only activity effects on k'A are considered. The major distinction, which 
is one of mechanism of deactivation rather than the activity relationship, 
is that coke deposition increases with reactor length in this case, while 
decreasing with reactor length in the event of reactant fouling. No results 
were reported for the Langmuir activity relation. 

Bischoff and Froment were also able to cast their computed results 
into the Voorhies power law form and thus to compare it with macro
scopic reactor behavior. Since the over-all activity or conversion, on which 
the observed correlation is based, is determined by some approximate 
function of the average bed activity (coke concentration), they obtained 
a mean value for Cc over the bed as a function of time of operation. Thus, 
from the results of Figure 34b and Figure 35b, for various values of the 
parameter a2br( one has: 

W 

- - Γ 
WJ 

a2Cc = -±- I a2Ccdw (89) 
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Chemical Engineering Science 

Figure 35a. Reactant mole fraction vs. time group for con
secutive reaction mechanism with exponential activity (71) 
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Figure 35b. Carbon profiles for consecutive reaction mechanism 
with exponential activity (71) 
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10, 

log α 2 Μ | ' or log K cb η 1 

Chemical Engineering Science 

Figure 35c. Distance averaged carbon content vs. time 
groups. PE—parallel reaction mechanism with exponential 
activity function. PH—parallel reaction mechanism with 
hyperbolic activity function. CE—consecutive reaction 

mechanism with exponential activity function (71). 

These average values, plotted vs. time of operation according to the form: 

^Cl — A^^AP (90) 

(η >—' τ for extended periods of operation) are shown in Figure 35c. The 
slopes of these curves are of primary interest since their relative positions 
may be changed by parametric variation. Similar behavior is indicated 
for type II reactant fouling-Langmuir activity ( P H ) and type II prod
uct fouling-exponential activity ( C E ) , i n which cases n decreases from 
unity to about 0.5 as the time of utilization becomes large. The two 
curves plotted for these two mechanisms correspond to differing space 
velocities (given by the aW parameter). One observes an opposition of 
behavior; both point and average Cc increase with space velocity for the 
product fouling but decrease with space velocity for the reactant mecha
nism. It is possible that variations in carbon formation with space velocity 
such as those measured by Eberly et ai. (cf., Figure 12a), where both 
increases and decreases are noted in different ranges, reflect a mixed 
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7. BUTT Catalyst Deactivation 397 

mechanism of coke formation, involving both reactant and product deg
radation. The type II reactant fouling with exponential deactivation 
( P E ) seems to correlate linearly over a very wide range of utilization 
times with unity exponent. Hence, al l the variants of mechanism and 
activity function examined here can be correlated satisfactorally on the 
Voorhies-type plot, at least over certain ranges of operating conditions 
or catalyst life, again giving at least partial explanation for the seeming 
universal applicability of the correlation. 

A final, important consequence of this analysis of Froment and Bis
choff is shown i n Figure 35d. Under conditions of deactivation, nonuni
form distributions of catalytic activity w i l l be encountered which arise 

Relative rate of 
main reaction 

—L*- 02 
2-5 

Chemical Engineering Science 

Figure 35d. Rate surface for parallel reaction mechanism with ex
ponential activity function (71 ) 
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398 CHEMICAL REACTION ENGINEERING 

from the nonuniform carbon deposition such as we have seen in Figures 
34b and 35b. Particularly for parallel reaction, where the coke concen
tration decreases with reactor length, this implies that the locus of maxi
mum reactivity may be altered since the reactor inlet—normally the most 
active portion of the bed because of the high concentration of reactants 
—has been deactivated to a greater extent than other portions of the 
reactor. For the type II reactant fouling with exponential activity func
tion, whose coke profiles are given on Figure 34b, we may write for the 
relative rate of reaction (relative to that with no deactivation): 

^ - w - * * ^ - ^ ( 9 1 ) 

where the contribution of the deactivation term in Equation 75 has been 
ignored. Substitution for χ and exp (— a2Cc) from Equations 83 and 84 
allows direct evaluation of the relative rate in terms of distance and time 
parameters, and the resulting rate "surface" is shown on Figure 35d. The 
development of a maximum in the reaction rate is clearly demonstrated 
here; the maximum passes along the length of the bed and eventually 
out the end. One thus has an activity wave within the reactor, and if the 
operation is not isothermal (as has been assumed here) this activity wave 
w i l l appear as a thermal one in the form of continuously varying tem
perature profiles within the bed. This point is discussed in ful l detail in 
the following section on reactor regeneration, but for a preview of what 
such temperature waves look like in practice, look at Figure 50b (p. 450). 

The activity wave observed by Froment and Bischoff is a result of 
the opposing trends of reactant concentration profile and carbon concen
tration profile in the reactor on the rate of reaction. It would be observed, 
then, only for cases in which the carbon concentration decreases with 
bed length. This situation is not entirely analogous to reactor regeneration 
since in the present case we are dealing with profiles which are continuous 
throughout the bed, whereas in regeneration ( at least at higher tempera
tures) one is concerned with a narrow zone of carbon oxidation which 
moves through the bed generally at a fixed rate and with fixed dimensions. 

In a subsequent study Froment and Bischoff pointed out the dangers 
of kinetic analysis when catalyst deactivation leads to activity profiles 
within the reactor. In a normal integral reactor experiment, rate con
stants are derived from conversion data, as for the first-order example: 

(92) 
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7. BUTT Catalyst Deactivation 399 

Parameter = α 9 Μ] ! 

az 
Chemical Engineering Science 

Figure 36a. Rate coefficient vs. dimensionless position in 
reactor (72) 

If activity changes with time, one either obtains several values of k'A = 
k'A(6) and extrapolates back to zero time, or attempts to correct values 
of rate constants obtained under varying conditions back to a common 
carbon level. One problem, of course, is that Equation 92 presumes k!A 

to be constant over the reactor which, in the face of carbon concentration 
profiles, it cannot be. So one actually measures an average k!A\ 

W 

F 7 = - ^ j k'A{w,0)dw (93) 

ο 

and relates it in terms of carbon concentration also to an average value 

W 

C T = ± J Cc(w,0)dw (94) 

ο 

However, the implied relationship, that 

k*A = k'A (Cc) (95) 
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400 CHEMICAL REACTION ENGINEERING 

is not true when there are carbon profiles present. Consider again the 
example of type II reactant fouling with an exponential activity function. 
Carbon profiles for this case are given in Figure 34b. Now if: 

k'A = (k'A)0exp(-a2Cc) (96) 

where (k'A)0 is the rate constant at the bed entrance, then the relative 
rate constant, k'A/(k'A)0 is given by Equation 84, as shown in Figure 36a. 
If we average this relative constant, according to Equation 93, the result is: 

= Ι Γ a 2 C c " - a2Cco + In
 eXPîafl\-\] (97) (k'A)0 aZ\_ exp(a2Cc

w) — 1 J 

where W refers to bed exit values. This result is shown in Figure 36b. 
The rate constant at the average carbon concentration k'A(Cc) can be 
obtained from the average, <x2Cc, of Equation 89 and the definition of 
Equation 96. The ratio so calculated: 
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7. BUTT Catalyst Deactivation 401 

k'A exp(a2Cc) Γ r w r o i } » exp(« 2Cc°) - Π 

is shown in Figure 36c. There are large deviations from unity, thus d i 
rectly illustrating the falseness of Equation 95. To obtain unequivocal 
kinetic results from such experiments, it is necessary to know the carbon 
profile or to be able to extrapolate reliably to zero time. A Voorhies 
correlation may be useful for the latter although the dangers concomitant 
with the utilization of extrapolated kinetics hardly need to be cataloged 
here. 

Some quite nice experimental data are available concerning reactor 
behavior and the formation of coke profiles corresponding generally to 
the treatment of Froment and Bischoff. These experiments by van Zoonen 
(73), dealt with the hydroisomerization of olefins (conversion to a high 
iso to normal paraffinic product ) on a silica-alumina nickel sulfide catalyst 
in the temperature range 300°-400°C and hydrogen pressures ca. 40 atm. 
The reaction proceeds by a complex mechanism on the silica—alumina 
function to yield isoparaffins and diolefins; the latter are hydrogenated 
by the NiS function back to monoolefins. Coke is formed from the olefins 
via the diolefin intermediate; hence the coking rate is proportional to the 
olefin partial pressure. Both the main reaction and the coke-forming 

Parameter = az 

Chemical Engineering Science 

Figure 36c. Comparison of average rate coefficient with rate 
coefficient evaluated at average carbon content. Parallel reac

tion mechanism with exponential activity function (72). 
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402 CHEMICAL REACTION ENGINEERING 

COKE OLEFIN 

C 

International Congress on Catalysis 

Figure 37a. Fixed bed hydroisomerization. Theoretical relations 
between coke content of catalyst, C C or olefin partial pressure, 

Px, and location ζ or run time β\ (73). 

reaction were taken to be first order in olefin and inversely proportional 
to coke concentration. The result of these assumptions, together with 
the normal ones concerning isothermality and plug flow, is a set of equa
tions quite similar to those of Froment and Bischoff, except for slightly 
different kinetics. Thus: 
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7. BUTT Catalyst Deactivation 403 

and (99) 

rc = 
k'A,J>x 

for van Zoonen, where Px represents the olefin partial pressure. In spite of 
the different kinetics, solutions for the coke content of the catalyst as a 
function of reactor length are similar to those of Froment and Bischoff, 
decreasing almost linearly with length as characteristic of the type II 
reactant fouling postulated. It is an interesting consequence of the kinetics 
that rA, the rate of reaction of olefin, is infinite where Cc — 0. That is, 
one would not detect olefin in the gas phase where there is fresh catalyst. 

τ ,kq COKE > 
V *kgCAT. ' 

υ0.06Γ · 

005 

004 

003 

ϋ.02 

001 

a= 0 .045 = ( k ^ d / n k » ) 

b=0.24 otm obs-1.h-< = ( n k p 2 / 2 k ^ d 

Π = Rec iproca l i n l e t 
pressure = (V/RT ) ο 

A RUN HOURS 

International Congress on Catalysis 

Figure 37b. Relation between coke content of catalyst C c and location 
ζ in catalyst bed. 1-Hexene, atm pressure, S v = 0.11 kg · kg'1 · h'1, 

H2/olefin mole ratio = 4.7 (73). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



404 CHEMICAL REACTION ENGINEERING 

While such may not be precisely true in the limit, this general behavior 
leads to the reactor system exhibiting "breakthrough" of the reactant 
(olefin) when the coke front reaches the exit of the bed. These aspects 
of the qualitative nature of reactor behavior are shown in Figure 37a; 
the coexistent coke and olefin profiles are shown at the top for various 
times of operation, and at the bottom is shown the olefin breakthrough 
at the reactor exit when the coke concentration at that point becomes 
finite. Experimental confirmation of some of these results is shown in 
Figure 37b for the hydroisomerization of 1-hexene. The lines on these 
plots are computed results reflecting the best fit using the rate constants 
of Equation 99 as adjustable parameters as shown, and reflect good agree
ment with theory as far as the expected coke profiles are concerned. Other 
aspects of the theory are correlated with experimental results on Figures 
38a and b. The first of these presents data on the catalyst coke content 
as a function of position in the bed, corresponding to the lower left panel 
of Figure 37a. This plot is essentially a cross plot of Figure 34b as pre
sented by Froment and Bischoff. Again the trend is correct for the parallel 

C 
c 

kg COKE 
kg CAT. 

0 . 0 5 Γ 

a = 0.054(0.076) 

0.04 

0.031 

0.02 

0.01 

0, 0 2 3 4 5 6 7 
RUN HOURS 1 

International Congress on Catalysis 

Figure 38a. Rehtion between coke content of catalyst (at 
three locations) and duration of run. 1-Pentene, atm pressure, S v 

= 0.14 kg · kg'1 · h'1, H2/olefin mole ratio = 2.4. Catalyst 
55359 (73). 
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7. B U T T Catalyst Deactivation 
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( V o u t = 3 5 a t m ' a b s * 

θ , hr 
International Congress on Catalysis 

Figure 38b. Partial pressure of unconverted normal hexenes at reactor outlet 
as a function of run duration. Pressure = 46 atm abs., Η2/olefin mole ratio = 

3, S v = 3.1 kg · kg-1 · h-K Catalyst 54652 ( 73). 

reaction mechanism assumed and, except for some scatter at low proc
essing times, the agreement with calculation using the two rate constants 
as adjustable parameters is satisfactory. The olefin breakthrough indi
cated by the postulated kinetics is shown on Figure 38b. Clearly there 
is a period during which exit concentration of olefin is zero, and if one 
wishes not to lose reactant olefin to the product stream, the point of 
breakthrough defines the useful catalyst life rather than some absolute 
level of activity reduction or some temperature limitation on reactor 
operation. 

In all , the simple reactor model and quasi-steady state assumptions 
regarding the relative rates of main and deactivation reactions first de
tailed by Froment and Bischoff and tested to some length experimentally 
by van Zoonen provide a reasonable representation of reactor perform
ance under conditions of deactivation, at least for coking mechanisms. 
The successful confrontation of theory with experiment here provides 
some a postiori justification for the model and assumptions and, as we 
have hinted at the start of this section, subsequent workers concerned 
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406 C H E M I C A L REACT ION ENGINEERING 

with either reactor/regenerator modeling or optimization have not ven
tured far from this comfortable base. A somewhat similar analysis has 
been reported also by Weekman (27), but since his primary concern was 
comparison of the efficiencies of various reactor types we defer discussion 
of that work to the section on optimization. 

Olson (74) has studied the deactivating reactor problem for the 
general case in which a shell progressive mechanism for the deactivation 
is applicable. The reactor model used is similar to those of previous 
studies, but both intra- and interphase mass transport resistances are 
included in the poisoning kinetics, and three parameters are important 

O.Ot O.I I 

TIME ON STREAM 

Industrial and Engineering Chemistry 

Figure 39a. Activity of bed. The fraction of the 
initial activity of the bed is plotted as a function of 
the time on stream. At time equal to unity, the re
actor has been supplied with enough poison to sature 
the bed completely. The parameter Ν describes the 
transport rate of poison into the pellet while the 
Thiele parameter refers to the major chemical reac

tion (74). 

For Figures 39a,b,c: 

Τ = ( V ' g - W ){eaCV/[(I - .)q-]> 
C a ° = Inlet concentration 
a = Stoichiometric coefficient, moles(solid)/moles(fluid) 
q°° = Equilibrium concentration on solid, moles/cm3 
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7. BUTT Catalyst Deactivation 407 

in determining the over-all reactor behavior. These are mass Biot num
ber, Bom = (kgR/DK), the Damkohler number for the poisoning reaction, 
Da = (k'AtdR/DK) and a solid diffusion transfer unit parameter, Ns = 
( 3 D # W / R V ) where kg is a fluid phase mass transfer coefficient, R the 
catalyst pellet (spherical) radius, DK the Knudsen diffusivity of poisoning 
reactant within the catalyst, W the reactor length and t/ the interstitial 
linear velocity in the bed. Olson detailed some typical estimates for these 
parameters in his study. For a first-order, irreversible reaction in the 
catalyst, the effectiveness factor corresponding to a particle in which the 
unpoisoned core radius is Rp is: 

[ 2 β ι Ί - ι 

B°'m + Rp
 P + RP(R^coth(R^) - 1 ) _ 

(100) 

where the prime on Bo'm refers to the Biot number for the catalytic sys
tem as distinguished from the poisoning reaction, and φ is a Thiele 
modulus, (k'AR2/DK)1/2 for the main reaction. The effectiveness of Equa
tion 100 can be averaged over the bed length and expressed in terms of 
an activity ratio: 

A(T) — (101) 
Vo 

where η0 is the effectiveness factor of the unpoisoned bed. Some com
puted results are shown in Figure 39a as a function of the fractional time 
required to saturate the bed completely. The larger values of Ns, reflect
ing a larger DK and thus more efficient penetration of poison into the 
catalyst, produce rapid bed deactivation at fractional times approaching 
unity. There is a crossover for the curves, at high φ, between low and 
high N8. L o w Ns, meaning slow adsorption of poison, generally improves 
reactor performance, but if the Thiele modulus is large, the near uni
formly poisoned reactor is less active than one in which a sharp poison 
front is present (owing to the nonlinear nature of the relationship be
tween ψ and effectiveness ). Thus an a priori estimate of relative activity 
for different cases can be risky if the main reaction is severely diffusion 
limited. Figure 39b shows the poison profiles in the reactor for various 
values of Ns and times of operation. The point illustrated is, again, the 
extreme sensitivity of the results to N8, this time in the sense of the sharp
ness of the poisoning front ( Rp = 0 means a completely deactivated cata
lyst) ; also the constant bandwidth or profile pattern assumption which 
is popular in problems of this sort (see, for detail, the following discussion 
of fixed bed regeneration) may or may not be applicable depending on 
values of these parameters. In Figure 39b, the assumption is not appli
cable within the time period illustrated for the two lower values of NS) as 
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408 CHEMICAL REACTION ENGINEERING 

0.2 0.4 0.6 0.6 

2, POSITION IN BED 
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1.0 

0.6 

X CO 

0.4 
δ 
< 
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i I 1 
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— 1.0/— 
Τ · 0.6 
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2, POSITION IN BED 
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Industrial and Engineering Chemistry 

Figure 39b. Interfacial position of poisoned shell. 
A. The radial position of the poisoned shell is shown 
as a function of axial position at dimensionless time, 
Τ = 0.4. The catalyst at the entrance to the bed is 
not completely poisoned for any value of the param
eter N s . Therefore, the "constant band width" as-
sumption is not valid. B. Results displayed are similar 
to A except that the time has advanced to Τ = 0.6. 
The constant band width model is valid only for the 

system in which Ns = 1.0 ( 74 ). 
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7. BUTT Catalyst Deactivation 409 

Ο 

0.01 0.1 I 

T IME 

Industrial and Engineering Chemistry 

Figure 39c. Coke buildup. The total amount of 
coke adsorbed in the bed is very nearly a linear func
tion of time. As the parameter N s increases, the bed 

tends toward piston-flow adsorption (74). 

we see essentially a continuous activity profile through the bed. A final, 
interesting result of Olson is the calculation of reactor behavior for the 
deposition of coke by a shell progressive mechanism. The results shown 
in Figure 39c show the average coke concentrations, obtained by an 
averaging as per Equation 94 as a function of time of operation. The 
power law correlation is obeyed to a good approximation, the slope ( ex
ponent in correlation) in the illustration being approximately 0.85. In all 
these results, the sensitivity of reactor performance to Ns is demonstrated; 
it is thus quite obvious (and seemingly almost too simple) that by de
creasing the value of DK and hence Ns, one can effect considerable im
provement in reactor performance. Stated conversely, the catalyst pore 
structure and mass transport characteristics are predominant in deter
mining the reactor operation, for set conditions (which determine Bom 

and Da). Olson cites this example: changing the diffusivity from 0.333 
to 0.1 increased the on-stream time by 50% for any total coke level below 
30%. 

Numerical methods obviously are required to solve problems with 
complex kinetics or mechanisms of deactivation, such as that just dis
cussed; however, some relatively general methods have been developed 
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410 CHEMICAL REACTION ENGINEERING 

for analytical solution of the equations representing fixed bed deactivation 
by Bischoff (75) and Ozawa (76). The conservation equations we have 
been involved with are generally of the form: 

^ = - g { V ) u (101) 

^ = g(v)u (102) 
or 

where u and ν are dimensionless reactant and poison concentration vari
ables, ζ SL dimensionless position variable and τ a dimensionless process 
time variable. The function g(v) describes the effect of poison on the 
reaction rate constants (taken to be the same for both), and the normal 
boundary conditions are: 

W(0,T) =U0(T) 

v(zfl) =v0(z) 

we assume a solution of the form: 

(103) 

, , ν(ζ,τ) — V0{z) , . (Λί\Α\ 
U ^ = v { 0 , r ) - V A Z ) - U ° { T } ( 1 0 4 ) 

Substituting Equation 102 in 104: 

V(0,r) -V0(Z) U 0 i T ) 

For ζ = 0 we have from this: 

^ ^ - 0 [ t / ( O , r ) ] t l . ( T ) (105) 
στ 

Equation 105 can be integrated with respect to τ: 

τ ν(0,τ) ν(0,τ) 
dv' 

ι 
V (0,0) V0 

(106) 

Equation 106 then gives a relationship between ϋ(0 ,τ) and τ, appearing 
in the limits of both sides of the equation. Repeating the procedure with 
Equations 101 and 104, we have: 

< 1 0 7 ) 
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7. B U T T Catalyst Deactivation 411 

which can be integrated, for v0(z) = v0> to: 

- z - f , dv\ (108) 
J (v'-v0)g(v') 
V(0,r) 

Equation 108 defines the relationship between ν(ζ,τ), zy and v(0,y). 
The over-all solution to the problem is then given by Equations 104, 106, 
and 108. Bischoff (75) describes the technique in detail and gives ex
ample solutions for the studies of both Froment and Bischoff (71) and 
Olson (74). 

The method proposed by Ozawa (76) uses a Legendre transforma
tion to convert the set of partial differential equations (Equations 101-
103) into a corresponding set of ordinary differential equations. W e write 
the R H S of these two equations in general form as = f(u,v). In such a 
case, we can define a potential function φ, such that: 

θφ 

θφ ^ 
ν = ~=φζ 

bz 

(109) 

(110) 

so the original equations become: 

Φ*τ = ί(φζ,φτ) (HI) 

Let us assume that the kinetics involved in f(u,v) are separable and at 
least one portion of the kinetic expression is linear in the dependent 
variable—i.e., f(u,v) = g(u) · h(v) where, say, g(u) is a linear function 
of u. Introducing the transformation: 

Φ = ur + vz - φ (112) 
so: 

φυ = Ζ,Φ» = τ 

one can eventually reduce the original set of equations to the following: 

du ^ dv 
u (v-Vo) + [(dv0/dz)/h(v0)] K ό ) 

dv 
d Z "~ h(v)[(v-v0) + (dv0/dz)/h(von ( U 4 ) 
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412 CHEMICAL REACTION ENGINEERING 

and 

τ = Φ„ = z ' dv + const J (115) 

Equations 113-115 with the boundary conditions given in Equation 103 
provide an implicit solution to the problem. Ozawa also has presented 
detail on solutions when the linearity restriction on f(u,v) is not met; the 
method has been used to solve a problem on fixed bed regeneration, as 
discussed next. 

The final type of deactivating reactor analysis problem which has 
been considered in any detail is concerned with behavior when the con
version is maintained constant (i.e., time invariant). Such operation is 
often dictated when large units are subject to long term deactivation 
effects and constant conversion is required not to upset subsequent proc
essing units. In this event, the temperature level of the reactor is used 
to compensate for the catalyst deactivation, and the thermal parameters 
of the main reaction and the deactivation, particularly activation energy, 
have a great influence on the operation. The first study of this problem 
(77) dealt with nonselective poisoning according to type I and II mecha
nisms (Figure 17), and the analysis has subsequently been extended 
(78, 79) to problems involving polyfunctional catalysts with parallel 
modes of deactivation as wel l as reaction occurring. Since the reactor 
temperature is a variable in this type problem, all the equations become 
nonlinear via the Arrhenius temperature dependence of rate constants. 
The solution to these problems has been carried out using the mixing 
cells in series approximation (81) of the plug flow, one dimensional model 
of the fixed bed reactor. For the example of type II reactant fouling 
which we have discussed in previous examples: 

A + S - » Β + S; kA (mainreaction) 

A + S - » A S; kA)d (poisoning reaction) 

The concentration profiles through the bed are given at any time by: 

[ α ] η — Π [1 + ( f cV*A,« + k°Af^d)n)Soe(s)nyi (116) 

where Φί>η = e x p [ y i ( l + 1 / φ η ) ] , η is the cell number, θ holding time per 
cell, the parameter y ι is the temperature sensitivity of reaction i , defined 
as Ei/RT0, and k°AS0, and k°AtdS0 refer to the specific rate constants for 
unpoisoned catalyst. T0 is a reference temperature which can be taken 
as the initial operating temperature. In each cell deactivation occurs at 
a rate which is small compared with the residence time, so: 
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7. BUTT Catalyst Deactivation 413 

d[s]n 

- τ f^j fcV^d,n[a]w[s]n (117) 

where τ is the total residence time in the reactor and β the total time of 
operation in terms of number of residence times. The kinetics of deac
tivation expressed in Equation 117 are first order, and the term "non
selective" has been used to describe this linear behavior in contrast to 
nonlinear kinetics such as those describing the sintering result of Maat 
and Moscou. This is not the same sense in which the term nonselective, 
meaning linear activity-poison concentration relationship, has been used 
in some other sources. If the temperature is constant through the reactor 
or if there is a constant temperature profile, then: 

dTn_\ dTn dTn+i (118) 
dt dt dt 

Equations 116-118 can be solved by a numerical procedure described by 
Butt and Rohan, subject to the constant conversion constraint, (d[a]N/ 
άβ) = 0. Some characteristics of reactor behavior are shown in Figure 
40a, where reactor temperature vs. time of operation is illustrated for 
operation with a constant conversion of 60% for the type II reactant 
fouling case. The parameter X shown on the figure is the residence-time-
concentration grouping appearing in the deactivation rate equation 

X = τ (^^j k°A)dS0. The exponential nature of the increase is evident, 

representing the "activated" reaction process, though one obtains a near-
linear correlation over a certain range of process time, depending on the 
parameters of the reaction system—principal of which are the intrinsic 
selectivity, ψ, between main and deactivation reactions, given by 
(k°A/k°A,d), and the relative temperature sensitivity of the two reactions, 
given by (yA/yA,d). The initial temperature of operation indicated in 
Figure 40a is determined wholly by the intrinsic activity of the catalyst 
for the main reaction; deactivation has no influence on initial operation. 
In these examples the reduced temperature φ is defined with respect to 
the reference temperature T0 involved in the definition of y; φ = T/T0. 
Operation at φ = 1 then implies catalyst activity at a level just sufficient 
to give the specified conversion at an actual value of temperature, 
Τ = T0. 

Constant conversion operation also leads to a particular form of 
linear activity correlation which is roughly comparable with the Voorhies 
form. This is shown in Figure 40b, which is essentially a cross plot of the 
results on Figure 40a. The shapes of the temperature—time curves turn 
out to be independent of X , depending only on the value of (yA/yA,a); 
hence a characteristic activity plot, log β vs. log X at parametric values 
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414 C H E M I C A L REACT ION ENGINEERING 

of the reactor temperature level, is linear, leading to at least a qualita
tively valuable means for estimating catalyst life (time of operation to a 
specified maximum temperature level) as a function of the intrinsic 
activity of the deactivation reaction. 

A major qualitative result to remember from the examples of Figure 
40 is the very strong dependence of catalyst life here on the activation 
energy (i.e., temperature sensitivity) of the deactivation reaction. It is 
not surprising, at least in hindsight, to see that when (JA/JAJ) becomes 
on the order of or smaller than unity the deactivation rates become very 
large; in the limit this would really represent an unstable process since 
the control variable (temperature) which is being used to contain the 
effects of deactivation actually preferentially promotes that process, lead
ing to a kind of kinetic positive feedback which can be modified only 
by allowing a certain drift to lower conversion levels with time or by 
restricting cycle times. The deactivation characteristics illustrated on 
Figure 40 for the type II reactant deactivation are also qualitatively the 
same for other mechanisms of deactivation including type I (feed im
purity) and selective sintering. From the point of observed behavior 
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7. BUTT Catalyst Deactivation 415 

OOOOI OOOI OOI 010 10 

Chemical Engineering Science 

Figure 40b. Catalyst activity characteristics for type II poisoning over 
a range of conditions (77) 

then the constant conversion operation is similar to other modes of op
eration; the reactor acts as an efficient information filter, and no real 
detail concerning mechanisms or kinetic schemes of deactivation is avail
able from such observation. 

The use of temperature as a control variable, so far illustrated by 
the temporal variation of conditions in an isothermal reactor, suggests 
that various nonisothermal modes of operation might possibly be used to 
reduce deactivation rates in certain situations. Again, this problem 
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416 CHEMICAL REACTION ENGINEERING 

borders on that of optimal operation or control, which w i l l be treated 
in more detail subsequently; however, the question was examined briefly 
(and somewhat arbitrarily) by Butt and Rohan, and it is convenient to 
summarize their main results at this point. Two alternative modes of 
operation were considered—one which required the rate of reaction to 
be maintained at its initial value (rates under initial conditions) at each 
point in the bed and a second which called for a uniform deactivation of 

= 10 
ΟΌ50 
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Chemical Engineering Science 

Figure 41a. Example comparison of constant 
reactivity policy with isothermal operation for 

X = 0.1, ψ = 10, conversion = 0.6 (77) 
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7. BUTT Catalyst Deactivation 417 

0-0005 0O0I 0-005 0-01 005 

X ( D 
Chemical Engineering Science 

Figure 41b. Example of catalyst life increase resulting from utiliza
tion of constant reactivity policy (77) 

the bed such that, at any time, the catalyst activity did not vary from 
point to point. It is convenient to refer to these as constant reactivity 
and constant activity policies, respectively. ( Unfortunately, this terminol
ogy was reversed in the original paper.) The former mode might be 
desirable in the sense that a well defined operation is maintained through
out the cycle time. Heat generation rates and conversions would be 
invariant with both time and position here. The latter mode would lead 
to a uniform utilization of the catalyst, possibly desirable in cases where 
the economics of processing or regeneration were such that it would be 
desirable to eliminate bed activity profiles. In each case one can use 
the specification of the mode of operation to compute the required tem
perature profile through the reactor as a function of the time of operation. 
For constant rate of reaction: 

^ { ^ ο τ Φ Λ , » [ β ] η } - 0 (119) 

where [s] is obtained by simultaneous solution of Equation 117. For the 
uniform deactivation of the bed: 
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418 CHEMICAL REACTION ENGINEERING 

D O n - 1 = l > ] n = W n + 1 

and 
d [ g ] n - i _ d[s]n ^ d[s]n+1 . . 

άβ άβ άβ 

The required temperature profiles as a function of time of operation can 
be calculated for the two modes of operation from Equations 119 and 
120. The results of these example calculations are given in Figure 41. 
The temperature profiles in both cases are time dependent since either 
activity or point rates vary with time. In general, the constant reactivity 
policy yields catalyst life results which differ little from isothermal oper
ation. A n example of one situation, however, in which this policy leads 
to substantial reduction in catalyst life is shown in Figure 41a. The 
parametric values here are quite normal, except that yA 7A,<I- A p p l i 
cation of a constant reactivity policy in the face of temperature-sensitive 
deactivation leads to the development of pronounced temperature profiles, 
viz., β = 10.75 and β = 10.90, which lead to violation of temperature 
constraints near the entrance of the reactor after relatively short periods 
of operation. O n the other hand, some indication was obtained that the 
constant activity policy could indeed lead to increased life relative to 
isothermal operation. Some of these results are shown in Figures 41b 
and c. The major improvement seems to occur in systems where the de-

Fraction reactor length 

Chemical Engineering Science 

Figure 41c. Example of reactor temperature profiles required for 
implementation of constant reactivity policy (77) 
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7. BUTT Catalyst Deactivation 419 

activation reaction, although less temperature sensitive than the main 
reaction (yA > yA,d), is subject either to only very low poison concen
trations or is under conditions of initial operation preferentially catalyzed 
(k°A < k°A,d). The latter would be the case possibly in certain instances 
of initial rapid poisoning or coking of fresh catalyst such as those ob
served by Ozawa and Bischoff or Rudershausen and Watson. The com
putation example for a type I deactivation shown, giving both the 
temperature profile development as a function of time of operation (b ) , 
and correlation of β vs. X compared for limiting φ = 2 (c ) , displays this 
behavior. The indications and comparisons are only qualitative. One 
might legitimately retain the impression that temperature profile manipu
lation may lead to some improvement in performance under restricted 
conditions when temperature increases with bed length, but the magni
tude of such improvements appears to be relatively modest; decreasing 
profiles in certain circumstances can lead to substantial reductions in 
catalyst life. Subsequent, more detailed studies of the problem agree 
with this view. 

The extension of this analysis to polyfunctional catalysts introduces, 
aside from the multiplication of parameters inherent with the additional 
complexity of the reaction deactivation system, the important new vari
able of catalyst composition. The problem has been studied for a series 
reaction scheme, A —» Β —» C , in which the A - B reaction and the B - C 
reaction are catalyzed by different functions, and recently extended to a 
more realistic, nontrivial (82) case A +± Β —» C . Since the results for the 
two are generally similar, we shall consider the simpler scheme in detail 
here. Denoting the two catalyst functions by U and V , we have for a 
type I example: 

U: A + S i - » B + S i ( f cA) 

V: Β + S 2 - + C + S2(kB) 

U: L + S i - > L · Si(kA,d) 

V: M + S 2 - > M · S 2 ( f c w ) 

(main reaction) 

(deactivation reaction) 

Details of the calculation procedure follow those for the single reaction 
example just discussed. Some approximate limits on the parameters which 
appear in the analysis are given in Table XI I IA, together with some com
ment on their function and significance. Further detail on parametric 
values is given by Weisz and Hicks (60). The relative activation energies 
for various main and deactivation reactions are of signal importance in 
determining long term deactivation rates and reactor performance during 
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420 C H E M I C A L REACT ION ENGINEERING 

Table XIIIA. Some Approximate Limits on Parameters Associated 
with Nonselective Catalyst Poisoning 

Param
eter 

ΎΑ/ΎΑ 

( M 0 / S / ) 

Description 

Ratio of activity for 
main to deactivation 
reaction 

Activation energy or 
temperature sensi
t ivity 

Temperature sensi
t ivity ratio 

Range 

> 1 minimum, 
generally >10 

5 > y > 35 

>1 is norm 

Relative feed impu- < < 1 
rity concentration 

Fraction of total of 0 < c < 1 
U function 

k°A/k°B,r Equil ibrium con
stant ; A *± Β 

7A' yB' Relative value of 
y for the various 

7Α,<Ι> e ^ c - reactions 

0 < Κ < oo 

A l l combina
tions 

Comment 

A good catalyst would 
not be more active for 
poisoning than the 
main reaction step 

This corresponds to 
the range of activa
tion energies for a 
large number of cata
lytic reactions 

This range is of the 
most interest for de
sirable catalysts 

Feed impurity poisons 
are normally encoun
tered in small or trace 
amounts 

Catalyst composition ; 
variable at wi l l . 

Κ = co corresponds 
to an irreversible 
sequence 

Some restrictions as 
noted above: yB,r > 
y A may not be desir
able in some cases. 

constant conversion operation. The major results of the bifunctional anal
ysis are obtained from calculations on a set of five different systems, 
differing in their relative activation energies and listed in Table XI I IB . 
Numerical values for the other parameters, notably the catalyst function 
activities, are shown as they appear on the figures. Startup conditions as 
a function of catalyst composition are shown in Figure 42a. There are 
wel l defined minima in the startup temperature, listed in Table XII IB 
for the various systems, which depend only on the relative values of yA 

and yB. The location of these minima reflects the imbalance between the 
efficiency of the two functions in attaining the required conversion, and 
such results correspond generally to those of an earlier study by Gunn 
and Thomas (83) concerned with the optimal formulation of bifunctional 
catalysts. 
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7. BUTT Catalyst Deactivation 421 

For reactor operation either with or without the optimal catalyst 
composition required for initial operation, the temperature vs. time of 
operation or the β vs. X crossplots appear very much for the bifunctional 
case as illustrated for the single function catalyst in Figure 40. The tem
perature vs. time of operation characteristic is indicated more or less by 
the requirements of the less temperature-sensitive function for meeting 
conversion specification—a kind of rate limiting step if one wants to think 
of it in that way. Hence, systems such as 4 and 5 of Table XII IB, limited 
by yA,d = 5 and y B > d = 5, respectively, and identical in main reaction 
sensitivities, exhibit the same temperature vs. time of operation behavior 
when initial optimum catalyst composition is used (similar comments 
apply to the pair 2-3). Product distribution (i.e., catalytic selectivity), 
however, is another matter; indeed, the sensitivity of selectivity to de
activation is striking (though, again, perhaps not so in hindsight) and 
in many cases may well be more important than simple activity variation. 
Figure 42b shows at the top that for yA > yB, the production of inter
mediate Β is favored such that after extended operation only Β and C 

Symposium on Chemical Reaction Engineering 

Figure 42a. Conditions of initial operation as a function of catalyst compo
sition (78) 
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422 CHEMICAL REACTION ENGINEERING 

Table XIIIB. Sample Bifunctional Reaction System 
Temperature Sensitivities (79) 

Case 7 A ΎΒ ΤΑ,Λ ΎΒ,ά a 
C 

Selectivity" 

1 20 20 5 5 0.5 None 
2 20 5 5 5 0.4 B & C 
3 5 20 5 5 0.6 A & C 
4 20 20 5 10 0.5 B & C 
4a 20 20 5 10 0.3" B & C 
5 20 20 10 5 0.5 A & C 

a Fraction of U function giving minimum initial temperature for set conversion. 
6 Intrinsic selectivity : products appearing in effluent as β -» oo. 
0 Not optimum initial catalyst composition. 

appear in the product; hence the designation of intrinsic selectivity for 
Β and C in Table XII IB for the illustrative case 2. Correspondingly, just 
the opposite holds for case 3 where yA < yB—both dealing with equiva
lent deactivation reactions. If yA,d ^ y B > d , there are two possibilities, 
using case 2 as an example: 

(1) y A > y By yA,d < yB,d- the V function deactivates rapidly, rein
forcing the main reaction selectivity for the formation of B, so such a 
system would exhibit very strong intrinsic B - C selectivity; 

(2) γ A > y Β, yA,d > yB,d'- the deactivation is contrary to main reac
tion selectivity. 
Further detail on selectivity is given in the lower portion of Figure 42b. 
Illustrated first is the identity of φ-β behavior for systems with differing 
rate limiting functions, as described for cases 4 and 5 and shown in the 
middle panel, and the exactly opposite selectivity behavior as shown in 
the bottom panel. Second is the effect of catalyst composition change on 
temperature and selectivity results. For case 4, yB,d > yA,d and the V 
function controls the behavior of the system if one uses the initial opti
mum catalyst composition, c = 0.5. It is reasonable to expect that by 
increasing the amount of this function one might be able to counter the 
inherent selectivity of the system for intermediate product and at the 
same time not substantially affect the net catalyst deactivation rate as 
given by the φ-β curve. The results of changing c accordingly, from 0.5 
to 0.3, are also shown; the latter hope apparently can be realized, but the 
selectivity problem remains intractable. For a given time the reaction 
system selectivity is altered, but the trend of product distribution with 
time of operation is not changed. One can see that when deactivation 
occurs in these systems, the initial selectivity of the reaction cannot be 
maintained, nor can it be permanently altered via catalyst formulation 
but tends to a limit of reactant/product or intermediate/product com
position only. The deactivation reactions, thus, completely dominate 
product distribution in the long run. 
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7. BUTT Catalyst Deactivation 423 

Catalyst life as a function of catalyst composition also demonstrates 
interesting behavior (Figure 42c). In case 1, where equivalent functions 
are identical, the deactivation of both is the same, and the optimum 
catalyst composition for reactor operation to any temperature level cor
responds to the initial condition optimum. One also notes, on Figure 42b, 
that for this case since no imbalance between the two functions can de
velop, there is no trend in selectivity with time of operation. Cases 2 and 
4, though, clearly indicate that in general catalyst formulations which 

Ο 1 2 3 4 5 6 

β χ !0" 3 

Symposium on Chemical Reaction Engineering 

Figure 42b. Deactivation effects on product distribu
tion (78) 
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424 CHEMICAL REACTION ENGINEERING 

Conversion = 0.6 

Symposium on Chemical Reaction Engineering 

Figure 42c. Catalyst life as a function of composition for some example reaction 
systems (78) 

minimize starting temperature are not optimal for extended operation if 
deactivation occurs. For case 2, where yA>d = JBJ but yA > yB, the 
preferable formulation for extended operation includes less of the more 
temperature-sensitive function than called for by initial optimal compo
sition; for case 4 where yA = yB but yA>d < yB,d the preferable formula
tion includes more of the function which deactivates more rapidly. The 
optimal relation is a very complex one since there is a trajectory of optimal 
catalyst compositions with time of operation (or temperature level). 
Cases 2 and 4 are both systems with intrinsic selectivity for B - C , and in 
each case changes in catalyst composition which lead to increased catalyst 
life counter the intrinsic selectivity. Similar observations hold for the 
other cases of Table XI I IB ; thus it appears that if one can experimentally 
identify the intrinsic selectivity of a reaction-deactivation system, chang
ing catalyst composition counter to this w i l l result in increased catalyst 
life. Whether the alteration in selectivity is desirable or not, of course, 
must rest on the merits of the individual situation. 
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7. BUTT Catalyst Deactivation 425 

The extension of the results discussed above to the nontrivial poly-
functional scheme, A *± Β - » C (80) is relatively straightforward. M u c h 
depends on whether the temperature sensitivity of the reverse reaction, 
Β —» A , is large or small compared with the other reaction and deactiva
tion steps. A n example of this effect of the reversibility on catalyst life-
composition relationships is shown in Figure 43, where the limit of Κ = oo 
represents the irreversible sequence. The top panel depicts behavior when 
the reverse reaction is not very temperature sensitive, and one can see 
that the shapes of the temperature contours and the trajectories of op
timal catalyst composition are perturbed only slightly from those for the 
irreversible sequence, corresponding to case 1. Nonetheless, the effect 
of introducing reversibility into the system is to displace optimal catalyst 
formulations to those containing less of the U function in order to promote 
conversion (still a fixed requirement) to product C . As the temperature 
sensitivity of this reverse function is increased (bottom of the figure), 
the displacement becomes quite pronounced. The equilibrium constant 
in this instance is actually temperature independent, so the crucial rela
tive temperature sensitivity involved in determining system behavior here 
is (yn,f/yii,r)- Selectivity behavior is also in line with expectation based 
on perturbation of the irreversible sequence with reversibility of increas
ing temperature sensitivity. The ultimate selectivity in these systems, 
however, can be limited by the equilibrium step, at least in the rate at 
which an intrinsic selectivity is attained, so that the sharp limits of react-
ant/product or intermediate/product may not be observed over normal 
catalyst lifetime (see Ref. 80 for further information on the rather complex 
details of selectivity and catalyst life in these nontrivial polyfunctional 
reactions ). 

Fixed Bed Regeneration. The discussion of individual particle analy
sis has shown that many problems associated with catalyst regeneration, 
particularly those dealing with coke removal, are very important in their 
contributions to the over-all understanding of deactivation. This situation 
also is true for the macroscopic systems which we are now discussing. 
The regeneration of fixed bed reactors has been considered almost ex
clusively in terms of coke removal problems, in which it is desired not 
only to recover the lost activity of the catalyst but also to accomplish this 
without thermal damage (since the regeneration is highly exothermic) 
and with a minimum of process time. It is of particular interest to be able 
to estimate the thermal history of the reactor during regeneration since a 
knowledge of the behavior of the time-dependent thermal waves devel
oped on operating parameters w i l l allow one to avoid excessive heating 
of the bed and simultaneously minimize the time required for reactivation. 

The history of those studies directed primarily toward the regenera
tion problem is one, essentially, of continuing refinement of the kinetics 
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7000 

4000 r~ 
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|0 0 2 0 4 0 6 0 8 I 

€ 
0 0 2 0 4 0 6 0 8 110 0 2 0 4 0 6 0 8 I 

€ C 

Chemical Engineering Science 

Figure 43. Reversibility effects on catalyst life: equivalent catalytic functions 
(79). Top: temperature insensitive reverse reaction: yA = 20, yB = 20, yBr = 
5> ΎΑΛ — 5, yBtd = 5. Bottom: temperature sensitive reverse reaction: yA = 20, 

yB = 20, yBr = 20, yAA = 5, yB%d = 5. 
Parameters: k ^ S V = k % S V = 2 

k°A,dS°iT = k % ( d S V = 0.1 
L°/S°i = M°/S% = 0.003 
Conversion = 0.6 
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7. BUTT Catalyst Deactivation 427 

incorporated into a very simple reactor model. Since we are dealing with 
nonisothermal conditions, both heat and mass balances are required. H o w 
ever, the basic reactor model considered by al l workers corresponds gen
erally to that which we have just discussed: one-dimensional, plug flow 
with no density gradients. In addition, most workers have been concerned 
with adiabatic conditions in which interphase heat transfer rates between 
catalyst and reactant are large enough to preclude any significant tem
perature difference between the two phases. The original studies of van 
Deemter (84, 85) considered regeneration kinetics which were zero order 
and temperature independent. Johnson, Froment, and Watson (86) ex
tended the treatment to a somewhat more realistic kinetic expression, 

which they claim is an approximate representation of the rate when 
oxygen diffusion is the controlling mechanism but which we see is a form 
closely related to the intrinsic coke oxidation kinetics of Equation 43a. 
Johnson et al., however, do not consider the temperature variation of rc; 
hence the first-order relationship to oxygen concentration does confer a 
diffusion-like quality on their results. A subsequent study by Schulman 
(87) considers essentially the same model and kinetic form as Johnson 
et al. but considers rates to be controlled by intrinsic kinetics and assigns 
an Arrhenius temperature variation to k in Equation 121. The influence 
of nonadiabatic conditions on the thermal behavior of the reactor is also 
illustrated. More recently, Olson, Luss, and Amundson (88) presented 
results for the adiabatic regeneration in which the Weisz-Goodwin shell 
progressive parameters are used to express the kinetics of coke oxidation, 
and Ozawa (89) has given a semianalytical solution for low temperature 
regeneration with intrinsic kinetics included. A detailed consideration 
of numerical problems involved in the solution of more general model 
equations representing the fixed-bed regeneration problem has been given 
by Gonzalez and Spencer (90) which cannot be discussed in further de
tail here. Zhorov et al. (91) have also presented an approximate ana
lytical solution to the problem. 

Van Deemter's original analysis (1953) was relatively crude, assisted 
considerably by the assumption of constant reaction rate; nonetheless, a 
reasonable qualitative picture of the regeneration process is obtained. 
For the oxygen balance in the reactor: 

= -kPyQ2 -φ- (121) 

€ 
dCp + v = — r02 = —U (122) 
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428 CHEMICAL REACTION ENGINEERING 

and for coke: 

rc = — r02 = —U (per mole of 0 2 ) (123) 

where C 0 2 is the oxygen concentration in moles/volume, υ is the super
ficial gas velocity, w is bed length dimension, and c is the bed porosity. 
For the heat balance: 

[ (1 - e)p8C8 + ν Λ ] ^ + pgCgV - UAH (124) 

with AH the heat of reaction per mole of oxygen, pg and p8 the gas and 
solid densities, respectively, and cg and c8 the gas and solid heat capaci
ties, respectively. The boundary conditions are, for the initial stage of 
operation: 

w — 0 CQ2 = C 0 2 

T=T0 

(125) 

0 = 0 (w > 0 ) C O 2 = 0 

T = 0 
The solution to Equation 124 is, by the method of characteristics: 

Τ — T0 + UAHw/Pgcgv (126) 

for w ^ avd 

where 9 
(1 — €)p8C8 + epgCg 

This depicts the oxidation under these initial conditions as being confined 
to an initial region of the bed, w < <χνθ, and the heat produced in this 
region is transported through the bed with the velocity <xv. For w > νθ, 
the temperature must correspond to the boundary condition, Τ == 0. Also 
for the initial operation, the solution to the oxygen balance, Equation 
122, is: 

C02 = C02° - Uw/v (127) 

for 0 ^ w ^ avO 

The coke distribution follows from the kinetics of Equation 123: 

CC = CC° - U{0 - w/av) (128) 

Thus, al l balance equations result in simple linear profiles. A zone ανθ in 
length is that portion of the reactor in which regeneration is occurring. 
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7. BUTT Catalyst Deactivation 429 

The actual implications of these results in determining how the re
generating bed behaves depend entirely on the value of the inlet oxygen 
concentration, C 0 2 ° . Equation 128 shows that the time for complete coke 
removal is: 

B1 — Cc
9/V (129) 

Further, oxygen is completely removed, according to Equation 127, when 
the reaction zone is: 

w0 = C02°v/U (130) 

or at time: 

0o = W J a v = C02°/aU ( 131 ) 

Now, when θ0 > θι, the coke at the bed entrance w i l l have reacted com
pletely while oxygen remains; when θ\ > θ0 oxygen becomes the limiting 
reactant, and the zone of combustion becomes stabilized until the coke 
disappears. Obviously, bed behavior in the two cases w i l l be completely 
different. 

The simplest case to examine is the first, in which θ0 > θι. In such 
a case one can imagine typical concentration and temperature profiles 
within the reactor corresponding to those shown in Figure 44a. Here 
both the front and back of the oxidation zone move with a velocity, av, 
equal to that of heat transport. Thus the oxidation zone is constant in 
size as shown, and the temperature profile is: 

O^W ^aV(0 - Θ,)}Τ = T0 

(132) 
αν(θ — 6i)^W^ aVB, T = T0 + UbHw/pgCgV 

The depth of the oxidizing zone is: 

dvSt — aCSv/U (133) 

and the time required for regeneration corresponds to that for the trailing 
edge of the oxidizing zone to pass through the bed: 

— Η- ^ — — (134) 
aV aV Ό 

Similar behavior is found to some lower limit of inlet oxygen con
centration, in which case the oxygen in the burning zone is consumed 
entirely before the coke is removed fully from the entrance to the b e d — 
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430 CHEMICAL REACTION ENGINEERING 

i.e., θι > 0o. The general situation is illustrated in Figure 44b and c. A t 
Θ = θ0, the depth of the burning zone, w0, is given by Equation 130, and 
the zone w i l l subsequently remain stationary in the bed until the coke 
at the bed entrance is depleted. A t θ = θι, the coke at w = 0 has burned, 
and there is a discontinuity in coke concentration resulting at w0 ( Figure 
44c ). W e recall that 17, the burning rate is non-zero only in the burning 
zone; the heat generated in this zone gives rise to the temperature profile 
of Equation 126, and although during the interval from θ0 to θι the burn
ing zone is stationary, the heat generated is removed from the zone at a 
velocity av, and at a temperature level: 

Τ = T0 + UAHw0/Pgcgv 

as is shown in Figure 44c. 

(135) 

Industrial and Engineering Chemistry 

Figure 44a. Oxygen concentration, coke concentration, 
and temperature. High oxygen concentration (84). 
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7. BUTT Catalyst Deactivation 431 

w 

Industrial and Engineering Chemistry 

Figure 44b. Oxygen concentra
tion, coke concentration, and 

temperature; θ = θ0 (84) 

For 0 > θΐ9 the burning zone moves into the bed until the trailing 
edge coincides with the discontinuity of the coke concentration at w0. In 
this interval the depth of the burning zone (determined only by the 
oxygen concentration) remains constant at w0, and the thermal front 
passes through the bed such that: 

0 ^ w < αν (θ - θγ), U = 0, Τ — T0 (136) 

av(6 - 0X) < w ̂  w0 + av(6 - θ χ) ,U ^ 0; Τ = T0 + LTAHw/Pgcgv 

w0 + av(0 — Or) ^ w < avO, U = 0; Τ = T0 + UAHWo/pgCgV 

W > aVO, U = 0, Τ = 0 
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432 CHEMICAL REACTION ENGINEERING 

The temperature always increases linearly in the burning zone while 
behind and ahead of it the temperature is constant (Figure 45a). 

When the trailing edge of the zone reaches the coke discontinuity at 
w0, it again becomes stationary until at θ = 20x al l the coke has been 
removed (Figure 45b and c). Again heat is removed from the stationary 
zone, although this time at a temperature level Τ = T0 + 2UAHw0/pgcgv, 
and entering gas at T0 decreases the level of temperature i n the region 
w0 ^ w $C ανθχ of the zone (Figure 45c). 

Such a stop and go process leads to very intricate temperature profiles 
within the bed; of course, this behavior is a product of the model assump
tions, and in actual cases one expects the oxidation zone to move in a 
continuous fashion through the bed and the temperature profiles to as
sume the character of thermal waves passing through the bed (85). None-

Industrial and Engineering Chemistry 

Figure 44c. Oxygen concentration, coke 
concentration, and temperature; θ = 0t 

(84) 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



7. BUTT Catalyst Deactivation 433 

Τ 

Industrial and Engineering Chemistry 

Figure 45a. wT0 diagram; θ > Qt (84) 

theless, some approximate operating limits can be obtained from this 
crude model. The mean regeneration time is: 

ΐ + ̂  + ̂ = ^ + Κ ^ + ̂ ) ( 1 3 7 ) 

and the temperature profile is bounded by: 

Τ ^ T0 + UAHw/P{/c(Jv (138) 

so the simple theory does yield results good for rough estimates of regen
erator design parameters. A number of other workers have confirmed the 
form of Equation 138 for determining temperature rise inside the bed 
during regeneration. For the important case of low inlet oxygen concen
tration where the thermal transport velocity exceeds the combustion zone 
velocity, as discussed here, the asymptotic temperature limit is (85): 
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Industrial and Engineering Chemistry 

Figure 45b. Oxygen concentration, coke concentra
tion, and temperature; θ = θ0 + 0t (84) 

(138a) 

As stated before, the analysis of Johnson et al. retains all the assump
tions of the van Deemter study with the exception of the regeneration 
kinetics, which are given by Equation 121, where k is independent of 
temperature. The oxygen balance follows that of Equation 122; in terms 
of the notation of Johnson et al.: 

( 1 3 9 ) 
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7. BUTT Catalyst Deactivation 435 

in which 

C ° 2 = M~g
V°2 

V = G/epg 

where pg and ps are density of the gas and the bed (bulk) , respectively, 
in mass units, Mg and M c molecular weights of gas and carbon, respec
tively, Ρ is total pressure, α is a stoichiometric factor having a value of 
unity for combustion to C 0 2 , t/o2

 i s t n e mole fraction of oxygen, and G 
is the gas mass velocity. The carbon balance is: 

^ = ^ = - f c ^ - ( ê ) ( 1 4 0 ) 

| C ô t 

(u 

Industrial and Engineering Chemistry 

Figure 45c. Oxygen concentration, coke concentration, 
and temperature; θ = 29t (84) 
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436 CHEMICAL REACTION ENGINEERING 

Boundary conditions for Equations 139 and 140 are: 

y — y 02° w = o 

Cc — Cc° θ 

For the heat balance: 

(141) 

U c , + tpecp-\ ^ + c,G | ^ = pAHkPyo, ( 142) 

The value of AH here is in mass units since the carbon concentrations 
used by Johnson et ah are in mass per mass of catalyst rather than the 
molal concentrations per unit volume used by van Deemter. The distinc
tion in dimensions is really important only in proper interpretation of the 
magnitudes of parameters used in illustrative calculations, of course, since 
Equations 122 or 139 are valid in any dimensionally consistent set of units. 
Values of ΔΗ can be obtained for various stoichiometries of combustion 
from the results of Dart and Oblad (9-2). The nondimensional forms of 
Equations 139 and 142 are: 

dyo 2 

dz = " ^ o 2 ( ^ ) (143) 

( 1 4 4 ) 

where: 

yol dC 
c« ' d 

M η + H d t _ j o A ( 1 4 5 ) 

dT ^ dz y02°Cco 

Vo2 = Vo2°, ζ =0 , τ > 0 

Ce = Cc°, τ = 0, ζ > 0 

t = 0, ζ = 0 

and 

g - f W V M - f l - A . A ) 
\Mcc8y02° /' \ cs ps ) 
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7. BUTT Catalyst Deactivation 437 

c£ -o.oa 

"2OÔ" tôÔ too 8Ό0 
Ζ 

Chemical Engineering Science 

Figure 46a. Variation in carbon concentration down the bed (86) 

This set yields a straightforward solution. Since the reaction rate is 
independent of temperature, the mass balance equations can be solved 
separately as: 

C 1 
1 (146) Cc° 1+e" e a r (e T — 1) 

Vo2 = 1 
y 02° l + e " T ( e 0 * - l ) 

(147) 

These are continuous profiles through the bed, as shown in Figure 46a 
and b. In addition, the product of Equations 146 and 147 is equivalent 
to the heat generation term in the energy balance, Equation 145, giving 
the thermal generation profiles shown in Figure 46c. After a certain 
initial time period, the shape of each of the three profiles shown becomes 
invariant, forming a concentration or thermal wave which passes through 
the length of the bed. If one assumes that these fixed carbon and oxygen 
profiles are developed at τ = 0, then: 
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438 CHEMICAL REACTION ENGINEERING 

yo2 
V02° 1 + ea 

(146a) 

Vo2Cc = 1 
y02Cc° 2 + β"*-* + e~< 

(148) 

and these approximate solutions are also shown in Figure 46a-c. The 
heat balance equation may now be solved analytically also. Substituting 
Equation 148 into 145 and solving with indicated temperature boundary 
conditions one obtains: 

t = 
1 

2{aH — M) 
tanh az — τ tanh 

ζ - (H/M) 
2H/M s3 (149) 

Temperature waves corresponding to this solution are illustrated i n F i g 
ure 47a and b. The first term of Equation 149 measures the rate of 
translation of the burning zone while the coefficient of ζ in the second 
term measures the convective transport rate of a temperature wave in 
the absence of heat generation. For (aH/M) = 1, that is: 

0.25 

C% ~ 0 . 0 2 
kp f> 28 

i \ \ 
\\\ \ i 

G · 1000 

ft'60 

C p « 0 2 5 

C, » 0 2 9 

\ W ν» 

\>\ \ 
A \ * 
A \ 

A \ 

— Exact Solution 
-—Approximate Solution 

1 
2.00 4.00 6 0 0 8 0 0 

Chemical Engineering Science 

Figure 46b. Variation in oxygen concentration down the bed (86) 
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7. BUTT Catalyst Deactivation 439 

2.00 4 . 0 0 6 .00 

Chemical Engineering Science 

Figure 46c. Variation in the product of oxygen and carbon concentration 
down the bed (86) 

these two velocities are the same, and the limiting value of Equation 149 
yields: 

, = Mz n , n 

H(2 + eag"T + eT-az) 1 ; 

This situation defines another type of limiting entrance oxygen concen
tration (differing somewhat in its physical interpretation from that de
scribed by van Deemter) which, it w i l l be seen, has a pronounced effect 
on the maximum temperature within the bed. 

The question of temperature maxima is an important one—indeed, 
one of the primary reasons for an analysis of this type. Two maxima are 
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CHEMICAL REACTION ENGINEERING 

t I 

ο « 0.9 

Η = 1.4 

M * 1.0 

E q . 149 

κΓ 

Chemical Engineering Science 

Figure 47 a. Reduced temperature as a function of position at various times 
(86) 

identifiable: tm&XjZ, which is the maximum temperature at a point ζ for any 
time τ, and tm&XfT, which is the instantaneous maximum temperature along 
the length of the reactor. By appropriate differentiation of Equation 149 
we have: 

in which 

W . = {aH-M) [ t a n h W { a H ~ 1 } ] 

{tanh [Ω - \ In Z J 
2{aH -M) 

— tanh[—Ω — | 1 η Ζ 2 ] } 

exp[(aff - M ) / 2 f f z ] - (aH - M ) 1 / 2 

(atf/M) " 2 expi(aH - M ) / 2 H ] - 1 

exp[(ctff - M)/2#z] - (aH - M)1'2 

(aH/M)1/2exp[(aH - M)/2H~\ - 1 

(152) 

(153) 
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7. BUTT Catalyst Deactivation 441 

It is the value of tm&XtZ which is most important for design purposes since 
this establishes the limit on operation of the bed. Also, for the case of 
(aH/M) = 1 we have from Equation 151: 

£max,2 = - J ^ (154) 

These expressions for maximum temperature correspond to the simplified 
forms of Equations 146a and 147a and thus do not account for effects 
associated with the initial development of the profiles. However, Johnson 
et al. show that the errors associated with this assumption are relatively 
modest, and the approximation is a viable one for engineering purposes. 

The regeneration time can be computed from the time required for 
the mid-point of the burning zone ( i.e., where Cc/Cc° = 0.5 ) to reach the 
end of the bed, plus the time required to reduce ( Cc/Cc° ) to some desired 
arbitrarily low level. The mid point time is az, and the additional time 
required to reduce coke to a final value ( Cc/Cc° ) F from 0.5 is proportional 
to the log ratio l n [ l - (Cc/Cc0)^/(CC/CC°)F\ thus: 
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W - 2 0 

/?=· <o \ \ 

Ce « 0.02 
* P t ~ 28 
6 « 1000 
A » 60 
C , » 0.25 
C e « . 0 . 2 9 

\Δ . ι J 
I U 0 / ^ ι Ο 2 5 

Chemical Engineering Science 

Figure 47c. Effect of the feed composition on maximum 
temperature in the bed (86) 

Tregen = 0 2 + 111 ((7 / ( ? o ) ^ ( 1 5 5 ^ 

Inlet oxygen concentration has signal influence on the behavior of 
the bed. If M « 1, which is a reasonable approximation, it can be shown 
that for: 

then the temperature wave tmaXtZ travels down the bed faster than the 
burning zone; for aH = 1 the two velocities are the same, and for aH 
< 1 the burning zone precedes the temperature maximum. Figure 47c 
shows the physical consequences of this. When the velocities of the burn
ing zone and i m a x are the same (aH = 1), a reinforcement occurs, causing 
very large temperature rises in the bed. This serves to define a * critical" 
oxygen-carbon ratio: 
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7. BUTT Catalyst Deactivation 443 

such that operation at either greater or lower values than that specified 
by Equation 156 w i l l avoid such hot spots. 

Johnson et al also present the appropriate theory for the reactor with 
isothermal cooling; the nonadiabatic conditions greatly complicate the 
analysis above. The interested reader is referred to the original paper 
for details of the solutions and associated appropriate simplifications. 

1050 

1000 ί

ο 950 h 

S 900 

850 

800 

750 

100% 

20ft 

10% BED LENGTH 

TIME, HOURS 

Industrial and Engineering Chemistry 

Figure 48a. Temperature fronts in adiabatic regeneration (87) 
Parameters for Figure 48a,b: 

Inlet temps. = 780° F 
( x o ) Inlet Ο2 mole fr. = 0.01 
( y G ) Inlet wt. fr. C on Cat. = 0.066 

Bulk density of bed = 55.2 lb/ft3 

Specific heat of cat. = 0.25 Btu/lb-°F 
Specific heat of gas = 0.25 
Bed length = 7.5 ft 
Superficial gas vel. = 2700 ft/hr 
Gas density = 0.212 lb/ft3 

( P ) Total pressure = 75 psia 
Gas mol. wt. = 30 

( k o ) Rate constant at inlet = 0.103 
& - - k P x y de 
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444 CHEMICAL REACTION ENGINEERING 

Schulman (87) also reported results for regeneration under non-
adiabatic conditions, using a numerical technique to solve the conserva
tion equations, considering the kinetics of the combustion reaction to 
depend on temperature level, and utilizing an eifective wal l heat transfer 
coefficient to surroundings to account for heat loss. Again, the reader is 
referred to the original paper for details of the computation; however, 
several specific results are of interest. Figure 48a shows for a typical 
example that in adiabatic regeneration, where the kinetics are considered 
temperature dependent, sharp temperature fronts can develop. Note the 
similarity of these temperature profiles to those predicted by van Deem-
ters analysis despite the completely different assumptions regarding re
generation kinetics. The maximum temperature of the front continually 
increases as the zone moves down the bed, reflecting the contribution of 
the heat of reaction to the gas temperature leaving the burning zone, as 
indicated by van Deemter. The waveform of temperature front, indicated 
in the results of Johnson et al, is not apparent i n Figure 48a. Actually, 
the temperature w i l l drop slowly after the carbon burning diminishes; 
however, in the example the time required for complete regeneration is 
30 hours, so the indicated 1.8 hours for temperature breakthrough corre
sponds only to about 6% regeneration as pointed out by Schulman. The 
effect of heat losses is shown in Figure 48b for the same parameters as 
the previous calculation. The actual temperature rise is both smaller in 
rate and magnitude, and the shape of the front is considerably altered; 
these are relatively sensitive effects since the total heat loss for the cal
culated example here is only about 15% of heat generated, yet we see 
about a 75° F difference in the temperature maximum and a displacement 
almost by a factor of 2 in the temporal behavior of the thermal wave. 

Olson, Luss, and Amundson (88) included in their analysis more 
detail concerning the solid phase, writing separate heat balances for solid 
and gas phases and using the Weisz-Goodwin shell progressive model for 
burning kinetics with a parabolic intraparticle coke concentration profile. 
Two notable results are obtained from this study. First is the existence 
of large temperature transients (exceeding the maximum temperature 
rise of Equation 138a) which occur during the initial stages of bed regen
eration. These transients are apparently the result of the initially high 
rate of reaction and heat generation occurring when the regeneration gas, 
relatively rich in oxygen at the bed inlet, contacts unregenerated catalyst 
in which the diffusion limitation characteristic of the shell progressive 
mechanism has not yet had opportunity to develop. A second result of 
interest is the close correspondence of the results obtained both for tem
perature profiles and for the length and concentration profiles of the 
burning zone to those of Johnson et al, when a stationary state model 
was used in the calculations. 
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7. BUTT Catalyst Deactivation 445 

TIME, HOURS 

Industrial and Engineering Chemistry 

Figure 48b. Effect of heat loss on regeneration (87) 

Some detail on these two points is shown in Figure 49. The initial 
temperature transients are associated with initial development of the 
combustion zone and are a function of the magnitude of the group 
(PDe/\^GR), where Ρ is total pressure, De the effective diffusivity of 
oxygen within the pellet, R the pellet radius, and G the gas mass flow 
rate based on void volume. This group essentially expresses an internal 
to external mass transfer ratio since the external mass transfer coefficient 
is proportional to y/ G and can be thought of as a mass Biot number. 
Some typical computational results are shown in Figure 49a for the pa
rameter values enumerated on the figure. For the conditions of the cal
culation, each unit of dimensionless time τ is equivalent to about 6.5 sec, 
so the duration of the transient in the more severe cases is on the order 
of 10 minutes. 

Detailed comparison with the results of Johnson et al. is given in 
Figures 49b and c. The major difference, aside from the fact that Olson 
et al. compute heat balances for both gas and solid phases, resides in the 
form of the kinetics employed. Thus we have for Johnson et al.: 
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446 CHEMICAL REACTION ENGINEERING 

Industrial and Engineering Chemistry 

Figure 49a. Initial maximum temperature transients. Diffusion-mass transfer 
ratio as parameter (88). 

Parameters for Figures 49a,b,c: 
Total pressure, Ρ = 3 atm. 
Inlet temperature, T G = 300°C 
Inlet mole jr. oxygen, y%, = 0.02 
Coke cone, distribution, C c = 0.06 0.067 + 
Bulk density, solid, p s = I.JO gram/cc. 
Pellet radius, R = 1/16 inch 
Gass. mass velocity, G = 0.00957 gram/sq cm sec 
Oxygen eff. diffusivity, D e = 5.55 · 10"* Ts

1/2 sq cm/sec 
Solid heat capcity, cs = 0.2132 + 0.0851 X JO" 5 T s call g °K 
Gas heat capacity, cg = 0.2194 + 0.065 10~s Τ ε call g °K 
Gas mol. wt., M = 30 g/g mole 
Bed porosity, e = 0.38 
Stoichiometric coeff., a = 11.83 g coke I g mole Oi 
Heat of combustion, - Δ Η = 93851 — 0.398 T^cal/g mole 02 

Interphase heat transfer c, h = 2.023 · JO"* V— T g 1 ' * cal/sq cm sec °K 
" eR 

Interphase mass transfer c, Κ = 6.855 · JO" 5 -J^Ljg1/3 g moles/sq cm sec 
" eR 

τ _ 3h(T„) 
Rp.Cs(T„) 
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7. BUTT Catalyst Deactivation 447 

dCç -j t j CQ 

and for the shell progressive mechanism used by Olson et al: 

(140) 

dCc SaDeCo2 

[(t)'"- 1]" ( 1 5 7 ) 

where the coke concentrations in Equation 140 and those on the R H S 
of Equation 157 strictly refer to average values. In Equation 157, a is the 
stoichiometric coefficient, grams coke/gram-mole oxygen. The compari
son of temperature profiles between the two models (model C being the 
stationary-state version of Olson et ah) is given on Figure 49b, and of 
concentration and temperature profiles within the burning zone on Figure 
49c. The matching procedure involved aligning space coordinates by 

400, 

350h 

300 ASYMPTOTIC MAXIMUM , £QJà3Q*±^J 

20 40 60 
DIMENSIONLESS LENGTH ALONG BED, y 

Industrial and Engineering Chemistry 

Figure 49b. Temperature profiles at τ = 60. Comparison of 
Johnsons model with model C (88). 
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448 CHEMICAL REACTION ENGINEERING 

forcing oxygen mole fraction curves to agree at a value of (yo2/yo2°) = 
0.5, and the value of k to be used with the kinetic expression of Johnson 
et al. determined by requiring the distance between (yo2/yo2°) ° f 0-25 
and 0.75 be the same for both models. 

The figure demonstrates that the results of the two computations are 
essentially indistinguishable. The major diiference seems to be a more 
diffuse profile of both oxygen concentration and temperature near the 
leading edge of the burning zone in the Johnson et al. calculation— 
hardly of major importance. It should be noted that the Johnson model 
does not predict the initial temperature transients noted by Olson et ai. 
and inclusion of separate heat balances for solid and gas phases makes 
little difference in the over-all computed results. 

DIMENSIONLESS LENGTH ALONG COMBUSTION ZONE , y 

Industrial end Engineering Chemistry 

Figure 49c. Stationary state profiles, τ > 150. Comparison of Johnsons 
model with model C (88) 

The advent of zeolite catalysts, which are much more sensitive to 
thermal degradation than conventional silica-alumina, has led to recent 
interest in the analysis of low temperature regeneration (89). Here one 
is characteristically concerned with the intrinsic kinetics of coke burning, 
according to some expression such as Equation 43a, rather than the shell 
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'boo h 

U) ι £ . 2 3 FT 3 * 0 FT 

o.io ο.ΙίΓ O.ZQ 
Time, hours 

Chemical Engineering Science 

Figure 50a. Thermal waves in coked catalyst regeneration (86) 

progressive mechanism, and the major difference in the analysis arises 
from the fact that the reaction is now much more temperature sensitive. 
The activation energy for coke combustion as determined by Weisz and 
Goodwin (48) is on the order of 65,000 Btu/lb mole whereas diffusion 
rates are much less temperature sensitive (on the order of 5000 Btu/lb 
mole in terms of an Arrhenius function). Some considerable differences 
in reactor behavior are noted between regeneration in the intrinsic and 
shell progressive regimes. Notably, under conditions of initial operation, 
as the thermal wave passes through the bed, one can detect the develop
ment of a minimum in the coke concentration profile, arising from the 
opposing effects of temperature (increasing) and oxygen concentration 
( decreasing ) along the bed length on combustion kinetics. This minimum 
eventually passes out the end of the bed; the computational example of 
Ozawa suggests, for reasonable values of the operating parameters, that 
the coke profile becomes monotone at approximately the same time the 
temperature wave breakthrough occurs. The Legendre transformation 
technique (76) which we have discussed previously, was used to obtain 
semianalytical solutions for the quasi-steady state period of operation. 

A few experimental data are available dealing either directly with 
fixed bed regeneration or related topics. Comparison with actual plant 
operating data is given in the results of Schulman illustrated in Figure 
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450 CHEMICAL REACTION ENGINEERING 

48b. In addition, Johnson et al. carried out some nonadiabatic regenera
tion experiments on carbonized catalyst (one assumes silica—alumina, 
though no details concerning this are given) at a base temperature of 
900°F in a 6-ft reactor, 1.05 in. id , with initial carbon levels on the order 
of 0.02 lb/lb catalyst and inlet oxygen mole fraction about 0.028. A n 
example of the thermal waves measured are shown in Figure 50a; un
fortunately not enough details are given concerning the experimentation 
to permit complete identification of all parameters. Nonetheless, one notes 
the characteristic development of the thermal wave and its approximate 
independence of position in the bed. Johnson et al. were able to fit these 
results with a nonadiabatic model, using the burning rate constant and 
reactor wal l heat transfer coefficient as adjustable parameters. 

I I I I I I I I 
0 200 400 600 800 1000 1200 

TIME (MINUTES) 

Journal of Catalysis 

Figure 50b. Temperature profiles shown by the five thermometers for an initial 
reactor temperature of 50°C. I = 2.25 inches from inlet; 2.25 inch spacing (93). 

A second experimental study demonstrating the propagation of ther
mal waves through the bed is that of Menon and Sreeramamurthy (93); 
they did not investigate catalyst regeneration but rather the poisoning 
of an active catalyst, charcoal in the H 2 S oxidation by sulfur deposition. 
This reaction has a high heat of reaction (—53 kcal/mole), and conse
quently one can observe the active "front" passing through the bed as 
the catalyst is deactivated rapidly. The situation is more or less the re
verse of the activation processes we have been considering; it corresponds 
formally to the passage of a reaction rate maxima through the bed, as 
indicated by the results of Froment and Bischoff shown in Figure 35d. 
The experimental results of Menon and Sreeramamurthy are shown in 
Figure 50b, for 13% H 2 S and 9.8% 0 2 (balance N 2 ) fed to a i y 2 - i n . i d 
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7. BUTT Catalyst Deactivation 451 

glass reactor containing 2-4 mm particles of charcoal at 50 °C. The tem
perature waves, representing passage of the zone of activity through the 
bed, are clearly shown in these results. 

Optimization of Reactor Performance. As pointed out earlier, when 
one is concerned with the connections between reactor performance and 
catalyst deactivation mechanisms, one is generally not far from an opti
mization problem of some sort. Whi le there is no extensive literature on 
the subject of optimization and control of reactors subject to catalyst de
cay, this is an area of considerable current research activity, much of it 
derived from problems originally proposed and discussed by Jackson (94, 
95) with regard to optimal temperature control policies for deactivating 
reactor systems. Some difficulties arise in advancing a comprehensible 
discussion of this topic within reasonable length since some aspects of 
the elements of optimization and control theory involved may not be 
immediately familiar to the hopefully eclectic readers of a review such 
as this. It may, then, be desirable in some instances to supplement the 
present text and the original citations with a short review of optimization 
and/or control theory as available in current texts in the area. 

Most optimization studies have considered the problem of maximiza
tion of the total amount of reaction in a tubular reactor by manipulating 
reactor temperature with time of operation ( compensating for the decay 
in catalyst activity), either for a fixed time, fixed final catalyst activity, or 
free time with specified limits on ranges of conversion or reactor tempera
ture or both. Variations in the exact specifications of the problem result 
in small variations in the type of analyses presented by various authors 
and in the specific results obtained. In general, however, the optimal 
policy for these reactors calls for an increase in temperature with time, 
initial levels of temperature being determined by the conditions of reactor 
operation or minimum temperature/conversion constraints, to a point at 
which a temperature limit is attained and operation continues to final 
conditions. The period of increasing temperature operation is generally 
at constant conversion. Such problems have been reported by Chou, Ray, 
and Aris (96), Ogunye and Ray (97, 98, 99), Crowe (100), and Szépe 
( ΙΟΙ ) . In addition, isothermal batch reactor operation has been studied 
by Szépe and Levenspiel (102) for a fixed reaction time and specified 
final catalyst activity. Extensions of the basic problem have been given 
by Ogunye and Ray (98) and Paynter (103) for multibed reactors, by 
Ogunye and Ray (98) for adiabatic reactors, by Butt (80) for a general
ized non-isothermal reactor example, and by Dalcorso and Bankoff (104) 
for a bifunctional catalyst. 

Comparisons between various reactor types under conditions of cat
alyst deactivation have been given recently by Weekman (27) and, while 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



452 CHEMICAL REACTION ENGINEERING 

these are not formal optimization problems, it is convenient to start our 
detailed discussion in this section with some of his major and fundamental 
results. The comparisons presented are specifically oriented toward re
actor performance in cracking reactions and thus pertain particularly to 
second-order kinetics, which have been found to correlate cracking rates 
by a number of workers, and which also hold for data on zeolite catalyst 
as reported by Weekman. The rate of catalyst deactivation was corre
lated as first-order in activity—i.e., a simple first-order decrease with time 
of utilization. Over-all kinetics are given then by: 

rA — kA°a?e~M (158) 

in which τ is the time of reaction, χ is the reactant mole fraction, and λ 
is a deactivation parameter which Weekman correlates as: 

X — aBc (159) 

where α is a decay velocity characteristic of the catalyst, and 6C is the 
total time of decay. For the fixed bed reactor, the appropriate mass con
servation equation to be solved is similar to Equation 73, where rA is given 
by Equation 158. A separate equation for catalyst decay, as Equation 74 
used by Froment and Bischoif, is not required since the time dependence 
of catalyst activity is given directly by the exponential correlation of Equa
tions 158 and 159. Then: 

^ = -Ax2e~™ (160) 
az 

where, in Weekmans nomenclature, A represents the ratio of specific 
reaction velocity to the vapor phase residence time (a measure of the 
extent of reaction ), and ζ = w/W. In terms of measurable quantities : 

(161) 

where p0 is initial charge density at reactor conditions, pt the l iquid charge 
density at room temperature, kA° is defined by the kinetics of Equation 
158, and S is the L H S V . W i t h the boundary condition x(0) = 1 for all Θ, 
the solution of Equation 160 is: 

1 
x ~ 1 + Aze-^'V 

(162) 
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7. BUTT Catalyst Deactivation 453 

The observed conversion, however, w i l l be the time-averaged value of χ 
from Equation 162, evaluated at ζ = 1. Thus: 

1 

(163) 

[For an interesting account, somewhat tangential to our purposes at the 
present moment, of how such time averaging can falsify comparative 
kinetics and selectivity in reaction systems subject to catalyst decay, the 
reader is referred to Weekman (26).~\ 

E X T E N T O F R E A C T I O N , A 

Industrial and Engineering Chemistry 

Figure 51a. Time-averaged conversion for fixed beds (27) 

For the fixed bed reactor, the time of decay, 0 O is the total time of 
catalyst utilization. Some results for the time averaged conversion com
puted from Equation 163 are shown in Figure 51a. 

For moving beds with plug flow for both solid and fluid phases the 
time of catalyst decay is a function of position in the reactor and is given 
by the product of the catalyst residence time and the normalized position, 
z. In this case the reactor equation is: 

^ = -Ax2e~x* 
az 

(164) 
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454 CHEMICAL REACTION ENGINEERING 

and the solution for bed-exit conversion is: 

M 1 ~ e - k ) (165) 
λ + Α(1-0'λ) 

Computed results from Equation 165 are given in Figure 51b. 

.0 k — ! 1 1 1 I I 1 ! ι I L-I 1 
5 10 15 2 0 2 5 3 0 3 5 4 0 

E X T E N T O F R E A C T I O N , A 

Industrial and Engineering Chemistry 

Figure 51b. Conversion in moving beds (27) 

F l u i d beds present somewhat of a different problem than fixed or 
moving beds since one must deal with flow patterns for both fluid and 
solid phases which are much more complex. The particular model used 
by Weekman assumes plug flow of fluid, but perfect mixing of catalyst 
within the reactor, which represents a useful limiting case. In this case 
there is a distribution of catalyst ages within the reactor and hence some 
average activity level corresponding to the average age of catalyst. De
noting the internal age distribution function by Ι(θ)άθ, giving the fraction 
of total catalyst with ages between θ and θ + άθ, the average activity is 
defined by: 

00 

kA — k A ' J β - χ β Ι [ θ ) ά θ (1 6 6 ) 

ο 

For perfect mixing, Ι(θ) is given by e"e, so: 

*U —fcxVU + λ ) (167) 
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7. BUTT Catalyst Deactivation 455 

The reactor equation is now: 

dx A , 
dJ~~ " (1 + λ ) T 

and 
_ A 

€ ~ 1 + χ + Α 

The fluid bed conversions computed from Equation 169 are shown i n 
Figure 51c. The relative performances of the three reactor systems are 
shown in Figures 51d-f. From Figure 51d it would appear that under 
any conditions of catalyst decay, moving beds are preferable to fixed 
beds in terms of conversion attained—a reasonable result in view of the 
different catalyst residence times in the two types of reactors (but one 
which assumes that the moving bed catalyst is always completely regen
erated before reuse). Similarly, for moving beds and fluid beds, at least 
when the rate of decay is slow, the former gives larger conversions; how
ever it can be seen in Figure 51e that there is little difference between the 
two when either the reaction rate parameter, A , or the deactivation pa
rameter, λ, is large. The comparison between fixed and fluid beds, Figure 
51f, is a bit more complicated; for low A and λ the fixed bed is preferable 
although for finite values of A this advantage holds only for a relatively 
narrow range of λ. 

(168) 

(169) 

' 0 5 10 15 2 0 2 5 3 0 3 5 4 0 

EXTENT OF REACTION, A 

Industrial and Engineering Chemistry 

Figure 51c. Conversion in fluid beds (27) 
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456 CHEMICAL REACTION ENGINEERING 

0 5 10 15 20 
EXTENT Of DECAY, \ 

Industrial and Engineering Chemistry 

Figure 51e. Ratio of fluid-bed to moving-bed conversion (27) 
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7. BUTT Catalyst Deactivation 457 

While in this and previous sections we are primarily concerned with 
fixed bed reactors, the comparison of types given by Weekman is valu
able in telling us not that catalyst deactivation affects reactor performance 
(which we knew anyway) but in demonstrating that variations in reactor 
behavior with deactivation are not uniform. As a result, it is conceivable 
that considerations pertaining to reactor operation under the influence of 
poisoning could indicate the selection of reactor type and should, at the 
very least, always play a prominent part in preliminary process design 
and analysis. A further comparison of reactor types, dealing with cocur-
rent and countercurrent moving beds also been given by Szépe (105). 

Ο 5 10 15 20 
CXTENT OF DECAY, λ 

Industrial and Engineering Chemistry 

Figure 51f. Ratio of fixed-bed to fluid-bed conversion (27) 

More detailed optimization problems associated with reactors subject 
to catalyst deactivation seem to fall into two categories, ( a ) those dealing 
with design variables such as catalyst composition, distribution, reactor 
type and size, and (b) those dealing with control variables such as tem
perature vs. time of operation, conversion level, and selectivity limits. A n 
over-all optimization would then involve aspects of both of these areas, 
and has been termed a design-control optimization by Paynter (103). W e 
shall not attempt to discuss all the studies cited previously in the section 
since many of them are somewhat related. The studies of batch reactors 
by Szépe and Levenspiel (102) and of tubular reactors by Chou et al. 
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458 CHEMICAL REACTION ENGINEERING 

(96), both using the calculus of variations in analysis and both dealing 
with the control problem—stated as the temperature policy satisfying the 
stated objective function—are a good place to begin. In both cases the 
conversion-independent form of deactivation kinetics is used. 

The objective function stated by Szépe and Levenspiel was to maxi
mize the final conversion for a fixed time of reaction and specified final 

( O 

I L 
o ι 

Chemical Engineering Science 

Figure 52. The structure of the optimal tem
perature policy in a hatch reactor when an upper 

temperature limit is specified (102) 
(a) : For EA,D > EA (Equation 172b) 
(b) : For EA>D > EA (Case I) 
(c) : For EA>D > E a (Case II) or EA > EA,D 
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7. BUTT Catalyst Deactivation 459 

catalyst activity by temperature variation with time of operation, subject 
to upper and lower bounds on allowable temperature. The optimal con
dition derived for a single irreversible reaction A —» Β conducted in an 
ideal batch reactor was: 

where the nomenclature corresponds to that of Equation 79, with s as the 
catalyst activity variable. This condition, that of constant activity, is one 
for which results were obtained by Butt and Rohan (77) for the case of 
a tubular reactor. The constant activity policy of Equation 170 is neces
sary but not sufficient, however; it was shown that an optimal result is 
obtained only if the activation energy of the deactivation reaction is 
greater than that of the main reaction. If the main reaction activation 
energy is greater than that of the deactivation reaction, that is that high 
temperature preferentially promotes the main reaction, it is obvious that 
continuous operation at the highest temperature permissible w i l l give 
the maximum yield and the condition of Equation 170 is not optimal. For 
equal activation energies, all policies are the same. 

A n analytical solution for reactor temperature as a function of time 
can be obtained when EA < EAfd from Equation 170 as: 

in which EA)d is the activation energy of the deactivation reaction, k'A)do 

is the preexponential factor for the rate constant of the deactivation reac
tion, 6e and se are the fixed time of operation and final activity level, 
respectively. This policy calls for a monotonically increasing temperature 
with time of operation (Figure 52a). Since the argument of the loga
rithmic function must be positive, the following constraint applies to the 
parameters of the problem: 

d(k'A) 
dt 

d(k'Aos) 
dt 

= 0 (170) 

(171) 

(172a) 

or, if a temperature maximum is specified: 

1 + (EA,d/EA)k'ji,ii>eeexp(-EA,d/RTmax) 
1 

If these constraints are not satisfied, then optimal policy w i l l consist of 
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460 CHEMICAL REACTION ENGINEERING 

either of the following two cases: 

(a) 

exp [—k'Aidoee exp( —EA>d/RTm&x) ] < se/s0 < 

[1 + ( ^ W ^ A ) f c ^ ^ e e x p ( - ^ d / « r m a x ) ] - ^ A , d 

optimal policy is a rising temperature subarc followed by operation at 
TmaXy as shown on Figure 52b 

<b> ?l. <ξ e x p [ - ^ A e x p ( - W i ^ a x ) ] 
So 

optimal policy is to operate at maximum allowable temperature through
out process cycle. The term se* differs from se since constant temperature 
operation w i l l not permit the actual attainment of specified final cycle 
times and activity levels simultaneously. 

A further refinement can involve the inclusion of a lower temperature 
limit as well ; details of this are discussed by Szépe and Levenspiel. The 
type of optimal control policy is determined wholly by the relative mag
nitudes of the activation energies for main and deactivation reactions. 
Similar strong dependence on these parameters was noted by Butt and 
Rohan (77) in their studies of the constant conversion, temperature vari
able tubular reactor. It is reasonable to assert that when temperature is 
used as a control variable, the reaction and deactivation activation en
ergies are by far the most important system parameters in determining 
control policy and reactor behavior. The dependence of the optimal policy 
on the form of kinetics employed is also significant; Lee and Crowe ( 106 ) 
have shown that the constant activity policy derived by Szépe and Leven
spiel is optimal only when deactivation kinetics are independent of con
version. 

The general formulation of the optimal control policy for tubular 
reactors was given by Chou et al. (96) as a variational calculus problem. 
For the normal plug flow reactor 

§ + v | i = r A (173) ϋθ dw 

in which ξ is the extent of reaction (conversion in the normal sense), ν 
is the superficial linear velocity, and r A , the rate of the main reaction is 
in general a function of £, the temperature, and catalyst activity s. For 
the activity variation: 

^ = ^,Α^,Τ) (174) 
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7. BUTT Catalyst Deactivation 461 

and for boundary and initial conditions: 

ί(Ο,β) =0;((w,0) = 0 
(175) 

s(w,0) = 1 

The objective is to maximize the total yield of the reactor: 

Y = J £(ψ,θ)άθ (176) 

ο 

for specified 0e by temperature profile variation (T(w,0)). Again, one 
might expect constraints such as temperature bounds, T m i u $C Τ ^ rmax, 
and lower conversion limits, $w ^ f m i n . 

The simplest problem studied by Chou et al, and the one we shall 
describe here, considered the reactor to be isothermal, and the rate of 
catalyst decay to depend on temperature but not on £ ( i.e., as suggested 
by the rate forms of Table X ) . Both temperature and conversion bounds 
are included, and it is assumed that the catalyst decay rate is slow 

so that ûi t n e conservation equation is once again removed from 

the problem. The maximization of Equation 176 is shown to imply a 
constant conversion, which in turn yields the condition: 

skA° exp(-EA/RT) — constant = σ = In ^ ^ ^ ( 1 7 7) 

for the case of A - » Β with deactivation kinetics given as: 

g = -k°A,dexp(-EA,d/RT)s (178) 

Equation 177 can be rewritten: 

- ( ξ μ \ { 8 ) Β Λ ^ Λ - ι (*Λ _ & * , f A . * ' 

U . 4 / \άθ) ΕΛ 

σ 

k% — 
' ν 

ΕΛ 

(179) 

This can be solved for s (θ) : 

s(6>) _ [ l - β β - ] Β Α ' * Λ . Λ (180) 

where β is the R H S of Equation 179. Solving Equation 178 for s(0) and 
writing in the temperature dependence explicitly on substitution in Equa-
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462 CHEMICAL REACTION ENGINEERING 

tion 180 we can compute the optimal temperature history directly: 

Τ(θ) - ( * ψ } In [k°Atd(l - βθ)/(βΕΑ)ύ/ΕΑη (181) 

The initial temperature of operation from Equation 181 at θ = 0 is: 

- { ¥ ) ' - [ " · ( 1 8 1 a ) 

Combining Equations 181 and 181a: 

ΕΑΛ Ε 

RT(0) RT{6 Ί(θ) l n (ι-βθ) 
(182) 

and from Equation 182 we can compute the time of operation associated 
with optimal temperature control up to some allowable limit on reactor 
temperature: 

p [ - ! G w - • £ ) ] } <183> 
The total conversion associated with this operation is: 

Y-iwOe (184) 

If we define £ w * as the maximum extent of reaction obtainable with fresh 
catalyst at the maximum temperature of operation, T m a x : 

tw'-l - e x p ( - f c . 4
# · ^) (185) 

the value of the optimal conversion level to choose—i.e., £w(opt) for 
maximizing yield, is given in Figure 53a, showing how this conversion 
depends on activation energy ratio and £w* (i-e., T m a x ) . Figure 53b gives 
corresponding values of the yield-related function η: 

V — k*AtdY (186) 

A cross plot of Figures 53a and b may be used to compute estimates of 
optimal reactor size, which is a variable involved in the definition of 
In this case one must balance increased reactor size and cost against 
increased productivity; an example of this relationship between conver
sion level, temperature limit and productivity is shown in Figure 53c for 
specified (EA/EA>d). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



7. BUTT Catalyst Deactivation 463 

< 
M 2 ΟΙ-

04001 00002 U-UUU3 U-UUI VWUa U'UI U W VW«# V I v * 

a -OjK/mo/ steady conversion, jf for f iven oct/vot/on energy rot/e and maximum extent, ̂ > 

Transactions of the Institution of Chemical Engineers 

Figure 53a. Optimal steady conversion, | w for given activ ition energy ratio 
and maximum extent, £ w * (96) 

The analysis of Chou et al. is extended to isothermal reactors with 
arbitrary residence time distribution, in the limit of perfect mixing reduc
ing to the problem considered by Szépe and Levenspiel, and to a non-
isothermal reactor via the device of splitting the reactor into a number 
of segments, each isothermal but at differing temperature levels. 

Further detailed studies of the optimization of reactors undergoing 
catalyst decay have primarily involved numerical analyses based on the 
maximum principle following, generally, the methods outlined by Vol in 
and Ostrovskii (107, 108, 109). The work of Ogunye and Ray (98) w i l l 
serve as our principal example of such investigations. The basic equa
tions and assumptions used by Chou et al. are employed (latitude for 

- " 
< V \ d > 

-

- .1 . -.1—L- 1 1 I t f ι ι ι ι ι I ι ι ί L I r} \ 

2.0 

S toi 

: 05 

02 

0-1 
0*001 0.002 0-005 001 01 0-2 0-5 1.0 α02 *f>05 

ι- ξ Κ 

b —Maximum total yield, H, . 
Transactions of the Institution of Chemical Engineers 

Figure 53b. Maximum total yield, Η (96) 
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464 CHEMICAL REACTION ENGINEERING 

5-0 

0-2 ( M G-6 0-8 

P , -EXIT EXTENT OF REACTION 

1-0 

Transactions of the Institution of Chemical Engineers 

Figure 53c. Total yield as a function of £ w (96) 

additional catalyst functions, reactions, and pressure variation, is provided 
in the original paper but are not derived in detail for the present discus
sion), as well as a separate heat balance allowing for wal l heat transfer: 

(187) 

with T(O,0) — T0 and rT a total rate function, u some control action 
affecting temperature level. The set of conservation equations may be 
generalized as: 

dXj 
dz 

— /i(x,y,u) 3 i ( 0 , T ) = Vi(r) 

0 < 3 < 1 , 0 ^ τ < 1 

(188) 

where x{ is a state variable such as conversion or temperature, τ is a nor
malized time of operation (θ/θβ), ζ the normalized position within the 
reactor and x ,y ,u state and control variable vectors associated with 
extent of reaction, catalyst activity and temperature control, respectively. 
The deactivation equation, kinetics as per the form of Table X , is gen
eralized as: 
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7. BUTT Catalyst Deactivation 465 

στ dr 
(189) 

0 < * < 1 , 0 ^ τ < 1 

The initial condition on y allows for a distribution of catalyst activity 
initially along the reactor length, and optimization with regard to this 
condition would constitute the design portion of the design-control 
optimization mentioned earlier. 

For a fixed operating time, θ€, then the objective of the optimization 
can be written generally as: 

1 1 
I==ff G(x ,y ,u ,v ,w)d*dr (190) 

ο ο 

where G is a function to be specified according to the needs of the prob
lem at hand. The assumption of fixed time, θ€9 does not overly restrict 
the problem considered since only a univariate search would be required 
to compute the optimal cycle time. The general optimization problem, 
then, is maximization of /, subject to the constraints of Equations 188 and 
189. Constraints on the control variables may also be encountered—i.e.: 

Vm i„ ^ V ^ Vmax J U m i n U <C U m a x J W m i n ^ W ^ W m a x ( 191 ) 

The conditions required for optimality are as follows: 

(I) For the controls u : 

(a) uk = uk(z,r) and unconstrained 

duk duk duk duk 

should vanish on 0 ^ % $C 1, Ο ^ τ ^ Ι 

(b) uk = uk(z9r) and constrained 

H — G + Xtfi + niQ, (193) 

should be a maximum with respect uk 

(c) uk = uk(z) and unconstrained 

1 

ψ-Λτ = 0 (194) 
duk 
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466 CHEMICAL REACTION ENGINEERING 

(d) U]c = U]c(z) and constrained 

1 

J Hdt = maximum with respect to uk (195) 
ο 

(e) uk = UJC(T) and unconstrained 

1 f ^ d z = 0 (196) 
J duk Ik 
o 

(f ) uk = UJC(T) and constrained 

1 

J* Hdz = maximum with respect to uk (197) 

ο 

(II) For the controls or operating variables v : 

(a) Vi = Vi(r) and unconstrained 

1 

7 = / Ι ^ + λ ί ί 0 ' τ ) = 0 dv t 

ο 

(198) 

(199) 

(b) υι = Όι(τ) and constrained 

1 

# i = J* Gdz + Aj (Ο,τ) f ; = maximum 

ο 
with respect to V\ 

(c) Vi independent of τ and unconstrained 

f ? M r - o 
Ο 

(d) ui independent of τ and constrained 

1 

^* Hxdr = maximum with respect to ν ι (201) 

(200) 
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7. BUTT Catalyst Deactivation 467 

(III) For the design variables w : 

(a) Wj = Wj(z) and unconstrained 

1 

t = / f | d T + " ( 2 ' o ) = o 

dH2 

dWi 
Ο 

(202) 

(b) Wj = Wj(z) and constrained 

1 

H2 == J Gdr + μί(ζβ)ΐί\(ζ) = maximum with (203) 

0 respect to Wj 

(c) u>j independent of ζ and unconstrained 

1 

f ψ ΐ _ ά ζ = = , 0 (204) 
J dWj 
Ο 

(d) Wj independent of ζ and constrained 

1 

J* H2dz = maximum with respect to Wj (205) 

ο 

The adjoint variables μί and λ έ involved in Equations 192-205 are given 
by: 

dk 
dz 

d 

λ,(Ι,τ) — 0 , i — l , 2 . . . r 

p t _ _ r | 0 + X | i Î L + ^ t ] (207) 

/*y(«,l) — 0, j — l , 2 . . . q r 

where χ and y are not fixed at ζ = τ = 1. The method of numerical 
solution recommended by Ogunye and Ray involves iteration on the con
trol vector, using a gradient technique. The sequence of steps involved 
in the algorithm is as follows: 

( a ) Assume values for u,v,w 
(b) Solve conservation equations such as 188 and 189 
(c) Solve adjoint equations (backwards in ζ and τ ) 206 and 207. 
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468 CHEMICAL REACTION ENGINEERING 

The results of (b) and (c) give the current value of I. 

(d) Compute a correction to the control u ,v ,w from values of H, 
H i , and H2 according to: 

0 1 ~~ € dvt (208) 

dH> 
hWj = c 

dWj 

where e is a scalar constant and uk = uk(z,r), vt = t>i(r), w} = Wj(z). 
(e) Solve conservation equations and adjoint equations to obtain 

new value of L 
(f ) Depending on whether new I is improvement or not, either in

crease or decrease control increments of Equation 208 and repeat 
calculations. 

The gradient technique used is said by Ogunye and Ray to perform 
very well with no significant convergence problems. Convergence, how
ever, does seem to be a difficulty in some of these cases (94, 103), and 
alternatives to gradient methods may wel l be desirable in some instances. 

For an example of the application of the techniques just described, 
consider the simplest illustration of Ogunye and Ray, the isothermal re
actor with reaction A - » Β -> C , single function catalyst, in which tem
perature vs. time of operation is used to maximize the production of Β 
subject to a temperature maximum constraint on the reactor. The catalyst 
deactivation kinetics are: 

and s(z,0) = 1. The equations for the extent of reaction are: 

where R0 = ratio of intermediate to reactant concentration in reactor 
feed. The control policy, temperature, is involved in Equations 209-211 
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7. BUTT Catalyst Deactivation 469 

in the exponential term. If we define: 

u, = (212) 
η A 

and constrain the temperature such that Wi ^ M i * , then the objective func
tion for maximum production of Β is: 

1 1 

/ = j J (h-h)dzdr (213) 
0 0 

In this example, i/i = Wi(T) , corresponding to the condition of Equation 
197. Control modification proceeds in the direction: 

- c f ψ-dz (214) 

at each step of the computation cycle. Some of the results obtained for 
this case are shown in Figure 54. The optimal temperature control in
volves increasing temperature with time until the constraint is encoun
tered. The initial operation (before the temperature constraint is en
countered) period proceeds at approximately constant total conversion, 
thus giving for the more complex sequential reaction scheme approxi
mately the same optimal behavior as that for the simple irreversible 
A —» Β scheme: a period of constant conversion operation followed by 
operation on the temperature constraint. This is for a fixed time of oper
ation, and an over-all optimization involves a search in 0C. Obviously from 
the nature of the computations required the form of main reaction or 
deactivation kinetics constitutes no limitation on the technique, and 
because of the generality of the mathematical formulation a variety of 
problems can be solved by this method. Ogunye and Ray demonstrate 
extensions of the analysis to adiabatic reactors, various main reaction 
schemes in isothermal and adiabatic reactors, the design-control problem 
involving catalyst composition distributions (s(z,0) = s(z)) for Equation 
209, multiple bed reactors involving catalyst and feed distribution opti
mization, and to a detailed model of the vinyl chloride monomer reactor. 

Mult ibed reactors have also been the subject of a recent study by 
Paynter (105) who developed an optimization calculation capable of 
handling very general forms of objective functions. The calculation is 
demonstrated for a simple reversible reaction conducted in a sequence of 
four adiabatic reactors. The value sought is the temperature entering 
each catalyst bed which w i l l maintain a desired conversion with a mini-
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470 CHEMICAL REACTION ENGINEERING 

mum amount of catalyst over specified catalyst life. Further, the optimal 
distribution of catalyst among the four beds is to be determined. This is 
a bit more complicated than the problems we have considered so far, 
particularly in the form of the objective function of the optimization, 
which consists of a penalty function to be minimized (reflecting the 
deviation of actual conversion from that specified) and a cost related 
function also to be minimized (reflecting the cost of the total amount of 
catalyst in the four beds). Details of the algorithm and the computational 
example are given in the original paper. It is claimed that the generality 
of the objective function allowed permits a variety of design-control prob
lems to be solved (witness the computational example), and the method 
perhaps w i l l handle a greater variety of problems than any other currently 
available. Generality, however, appears always to extract its own price 
from admirers; in the present instance the toll is that of computer time. 
The example solved by Paynter required approximately 45 minutes on 
an I B M 360/65. 

0-7 

0-6 

0-5 

0 4 

Xi 

0-3 

0-2 

0 1 

0 0 0-2 0-4 0-6 0-8 10 
r 

AlChE Journal 

Figure 54. The isothermal reactor for A = Β = C. In
crease in yield is compared with entire operation at u 2 * 

is 2.4% (98). 
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7. BUTT Catalyst Deactivation 471 

Reactor bed volume vs. iteration number 

Bed volume 

Iteration Bed no. 1 Bed no.2 Bed no.3 Bed no.4 
Initial 1ft3 1ft3 1ft3 1ft3 

5 1-22 ft3 1-23 ft3 1-22 ft3 1-22 ft3 

1-31 ft3 1-35 ft3 1-35 ft3 1-36 ft3 

4501 ι I I I I I 
OO 0*2 0-4 0-6 0 ;β 10 

Dimensionless catalyst life, 
Chemical Engineering Science 

Figure 55. Optimal temperature program for example problem 
( 103). Parameters of the example problem: Reaction A = B; specified 
exit conversion of A = 0.75. Weighting factor (relative to unity) given 
to constant conversion portion of objective function; kA = 6900 exp 
(-6000/Ύ); kB = 3 X 107 exp (-10000/T); (-AH/PCO) for reac

tion mixture = 1000; base temperature = 1250° K. 

A final inquiry associated with these optimization problems is sug
gested in Figure 55, which sets forth the results obtained for the compu
tational example of Paynter. The phenomena of major interest are the 
temperature histories of the individual beds and the temperature "profile" 
through the sequence of four beds at any given time of operation Θ/Θβ. 
The latter are nonlinear, and their shape is time variant—very similar 
behavior (although decreasing rather than increasing with total reactor 
length) to that illustrated in Figure 41c required to implement the con
stant activity policy in the constant conversion, tubular reactor. The point 
is that such temperature policies, called for by the results of the optimiza
tion, would be in practice difficult to obtain since the nature of the tern-
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472 CHEMICAL REACTION ENGINEERING 

perature distribution and its absolute level vary with time of operation. 
It is thus proper to determine whether simpler temperature policies might 
give satisfactory suboptimal control and what the sensitivity of the over
all operation is to variations in temperature profile. Some aspects of this 
have been investigated recently (80) with negative results. The specific 
problem was one similar to the fixed bed, constant conversion reactor 
investigated by Butt and Rohan; a maximum principle calculation was 
used to determine comparative rates of catalyst deactivation encountered 
for differing types of temperature profiles through the reactor. The ob
jective function was maximum time of operation from initial conditions 
until the maximum temperature constraint was encountered by the sys
tem. The basic result of this study was that at least for simple reaction 
systems in which reversibility or selectivity is not involved, the aging of 
catalyst is remarkably insensitive to the nature of the temperature profile 
in the reactor. Calculations were carried out for a type I deactivation; 
the constant activity policy, which in general calls for an almost linear 
increase in temperature with bed length, does result in improved oper
ation (with respect to isothermal conditions) when the activation energy 
of the main reaction is greater than that of the deactivation reaction 
(EA > EA)d). When EAfd > EA, however, isothermal reactor operation 
apparently results in the smallest rates of deactivation. In no case were 
cycle lengths increased by more than several percent by temperature 
profile manipulation. One is thus left with the impression that the cost 
of the sophisticated control required for temperature profile manipulation 
may not be commensurate with the benefits realized; determination of the 
optimum isothermal (but time variant) condition of operation may be 
sufficient for most purposes of practical optimization. 

Conclusions 

It is hoped that this trilevel view—microscopic, intermediate, and 
macroscopic—of catalyst deactivation has given the reader an apprecia
tion not only of what has been done but what needs to be done. For 
example, we have detailed information on the mechanism of coke depo
sition and thus alteration of catalytic properties and structure as a result, 
strictly on the intermediate ( intraparticle ) scale. One can see immediately 
that an interesting and potentially important problem would be considera
tion of the catalyst not only as something in which chemical activity varies 
with time but in which also all the other properties and characteristics 
such as specific surface area, effective transport properties, etc., are time 
variant. The point here, of course, is not to suggest specific problems 
to investigate but to note the many problems associated with catalyst 
deactivation which have not been investigated or even formulated but 
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7. BUTT Catalyst Deactivation 473 

which promise considerable return i n product or process improvement. 
We have indeed progressed in reaction analysis and reactor design, and 
justification for the further pursuit of analytical studies of reaction system 
and process models can be found in the elegant statement of Aris (110): 

. . . they provide a firmer basis for advances i n design. The mathe
matician in the engineer can say that if a given model is adequate and 
such and such conditions are met certain behavior w i l l follow; it is the 
engineer in the mathematician who must judge that adequacy or appraise 
the desirability of the behavior. 

The events we try to describe by modeling and analysis are funda
mentally chemical. Accordingly, there must be a hard core of realism in 
representing reaction and deactivation schemes and in the process models 
which are built around them if the interests of the real world are to be 
served. Catalyst deactivation seems to be a highly individual activity— 
each reaction and catalyst behaves in its own particular way, and it is 
necessary to have specific information on these details before design or 
optimization can be undertaken with confidence. Fortunately, there is 
nothing particularly mysterious about the kinetics of catalyst deactivation 
(not the same may be said about mechanism), and in general the analyst 
may regard such events simply as adding additional complexity to the 
design by the introduction of new variables (i.e., activity), additional 
chemical reactions, and more rate equations. As in many other problems 
of chemical reaction engineering, these factors are complications but not 
barriers. As we rapidly approach the maturity of computer applications 
to such problems, it is not detailed complications which should give pause 
but re-examination of basic reaction and process models so that we may 
successfully negotiate that narrow way defined on the one side by the 
mathematical neatness of Occam's razor and on the other by the com
plexity of nature. 
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474 CHEMICAL REACTION ENGINEERING 

Addendum 

Fouling of Zeolites (p. 286). e It is of possible importance to note that 
the particular crystalline structure of various sorts of zeolites can lead to 
mechanisms of fouling which are related not to the formation of car
bonaceous deposits but to the formation of large intermediate or product 
molecules which are immobilized within the fine pore structure. Such a 
phenomenon is a consequence of the shape selectivity of these catalysts 
as discussed elsewhere (111). These immobile molecules then block pores 
and active surfaces from participation in catalysis, and while the mecha
nism of deactivation is not that of coking in the sense we have discussed 
here, the symptoms are similar. Degradation of intermediates such as 
these is promoted by higher temperatures, however, so this type of de
activation would decrease in importance with temperature elevation, in 
contrast to coking behavior. Some aspects of this problem have been 
studied from both experimental and theoretical points recently by Tan 
and Fuller (112). 

Thermal Sintering (p. 313). The problem is complicated by the fact 
that simple measurements of bulk catalyst temperatures or consideration 
of "equilibrium" conditions may not reflect the actual circumstances lead
ing to thermal sintering, particularly for the case of supported metals. 
Luss (113) has shown recently, by order of magnitude calculations, that 
temperature differences between metal crystallites and the support surface 
for typical exothermic conditions and particle dimensions can reach hun
dreds of degrees ( ° C ) for short periods of time following individual 
reaction events on the metal. The approximations in the model used for 
these calculations are admittedly crude, but the message is clear none
theless. It is quite possible to supply the requisite energy for the activated 
mechanisms of sintering in a pointwise fashion even though over-all con
ditions would indicate strongly otherwise; further, it may be for this 
reason that some degree of crystallite growth is almost invariably noted 
in supported metal catalysts which have been used for any length of time 
in exothermic processes. 

Sintering of Supported Metals (p. 313). Some additional data on the 
sintering of supported metals, amenable to kinetic interpretation, have 
been reported by Campbell (114) for C u - Z n O supported on alumina, 
which is a catalyst for the low temperature shift reaction, and by Racz 
et al. (115) for N i supported on low surface area mullite. Figure A l a 

"These page numbers indicate the section of the main text to which these 
discussions correspond. 
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7. BUTT Catalyst Deactivation 475 

ol , , , , I 
O 200 400 600 800 1000 

TIME (HOURS) 

Industrial and Engineering Chemistry 

Figure Ala. Thermal stability of different formuhtions. Ο,Δ: standard 52-1 
(Cu: ZnO: Al203); •; Cu: ZnO, 1:2; O: poorly formulated Cu: ZnO: Al2Os, 

same composition as 52-1 ( 115). 

gives some of Campbells results for the rate of deactivation of the shift 
catalyst. Activity was shown to be directly proportional to C u surface 
area, so these results indicate the rate of sintering of the metal. Surface 
area was determined on discreet samples using an oxygen chemisorption 
method which, unfortunately, is not described in detail. W i t h the excep
tion of formulation 1, the kinetics of sintering are again satisfactorily 
correlated with a second-order rate law, as shown on the figure for sample 
2. Second-order correlations for the sintering of Ni-mul l i te , both metal 
and support, from the data of Racz et ai. are shown on Figure A l e . In 
these experiments the sintering was conducted at 900°C with samples pre
viously stabilized at 600°C. The N i areas were determined by hydrogen 
chemisorption and total surface by B E T method; there really are insuffi
cient data here to establish the validity of the correlation, but it can be 
stated qualitatively that the second-order fit illustrated is superior to a 
first-order correlation for both metal and support. 

Reversible Chemisorption of Poison (p.330). The analysis of Gioia 
(116) and Gioia and Greco (117) deals with a type I reversible Langmuir 
adsorption of poison. The adsorption rate of poison is taken to be diffu
sion limited; however the rate of the main reaction is not as limited. 
Over-all, for the calculation of the time varying rate of reaction we have: 
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476 CHEMICAL REACTION ENGINEERING 

n d«[L] d[L] d[L] 

[L] _ i f L [ L ] _ ( 2 ) 

VA = M l - [L]/[LÎJ [A], = *A[S ] [A], (3) 

in which D L is the poison diffusivity, y is the distance into the particle, 
[ L ] and [ L ] is the poison concentration in the gas phase and on the 
surface, respectively, [L]oo is the saturation poison concentration, Kh is 
the adsorption equilibrium constant for poison on the surface, and kA 

is the rate constant of the main reaction. Since the main reaction is not 
diffusion limited i n this analysis, one may solve Equations 1 and 3 for the 
intraparticle poison profile and use this result to determine the point 
values of reaction rate as a function of time according to Equation 3 . 
In general, the solution of Equations 1-3 as given above, regardless of the 
form of boundary conditions imposed, requires numerical methods. Solu
tions for two limiting cases are given by Gioia corresponding to the con
ditions K L [ L ] 0 > > 1 and K L [ L ] 0 < < 1, respectively. In each case the 
form of Equation 2 becomes linear, and an analytical solution is possible 
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7. BUTT Catalyst Deactivation 477 

0 . 4 
N i S u r f a c e : 55 mg/g T o t a l S u r f a c e r 

1 ( H ^ c h e m i s o r p t i o n ) ( B E T ) y 
0 . 3 900° C 900°C / 

0 . 2 

γ η | < ° 

1 Ύ y - ^ N y o.i 

0 ( 1 t |( J 1 1 

0 1 2 

Θ, h r 

3 0 1 2 3 

Θ, h r 

Figure Ale. Second-order correlation for Ni-mullite. Sintering data for Ni on 
mullite (55 mg/g) from Racz et al. (115) as follows: 

Time Ni Area, m2/g Total Area, m2/g 
0 

1 hr-900°C 
3 hr-900°C 
1 hr-1100°C 

1.35 
0.51 
0.29 
0.03 

2.80 
2.00 
1.40 
1.40 

provided the semi-infinite slab boundary conditions are used. These 
specify: 

t = 0, [L] = 0 

y = 0, [L] = [L], (4) 

y —> oo f [L] = finite 

The resulting solutions for poison profiles are: 

(1) tfL[L].«l;l - s = # L [L] 

( ! - « ) = # L [ L ] , erfc ( t f / V r f ) (5) 
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478 CHEMICAL REACTION ENGINEERING 

in which σ = D L / ( [ L ] J L + 1). 

(2) # L [ L ] 0 » 1; (1 - s) = 1 for 0 < y < λ. (6) 

and (1 - s) = KL[L]0 erfc [(y - λ)/2\Λ0] for λ < y < 

In this case a completely inactive zone penetrates inside the slab to a 
depth λ, which is given by Gioia and Greco (117) as: 

λ = (2D L [L] O 0/[L]J^ (7) 

This type of progressive deactivation involving two zones of differing 
activity within the particle is the topic of an extensive discussion below. 

The over-all results, in terms of apparent reaction rate as a function 
of time of utilization, can be obtained as follows. For KL[U]0 < < 1 and 
no diffusion limitation of the main reaction, the flux of poison entering 
the catalyst at any time is: 

The total amount up to time θ which has entered the particle is given by 
integrating Equation 8 with respect to time, on obtaining the indicated 
derivative from Equation 5. The over-all rate is then: 

r A = kA(l - ^ L - v ^ ) [A]. (9) 

where a is the surface area (external) effective in poison transport. For 
£ L [ L ] 0 > > 1 in the limit where the unpoisoned portion of the particle 
is taken to be completely active: 

(1 - s) = Çk/W) (10) 

where W is the dimension of the particle. The rate of reaction is: 

This result for the rate is the limiting case, in which the interior profile 
of Equation 6 becomes essentially discontinuous from s = 0 to s = 1 at λ. 

The specific experiments reported by Gioia are a bit difficult to inter
pret directly in terms of the model given above, and it is the writers 
opinion that a number of questions are left unanswered in this work. 
Nonetheless, the study is valuable in demonstrating the complexities 
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7. BUTT Catalyst Deactivation 479 

arising in deactivation—particularly that such reaction systems are adap
tive both in parameter values and model equations; thus the interpreta
tion offered by Gioia is not altered here. Experimental data were obtained 
for the water vapor-poisoned hydrogénation of ethylene on a copper-
magnesia catalyst. The principal data of interest are measurements of 
conversion in a fixed bed reactor as a function of time of operation. 
Typical experimental conditions and conversion results for one run are 
shown in Figure A2a, plotted vs. time of catalyst utilization, 0. For very 
low conversions, one would expect a linear correlation of χ with y/ θ since 
under these conditions the rate modification would be translated directly 
into a conversion modification. From Equation 9, for example, for the 
conversion of ethylene: 

x = xj(l - V 4 r f ) (12) 

The data show that the response of conversion to time of operation 
consists of two regions. The second region is linear with respect to 
Λ/0, as shown in Figure A2b; however, the correlation is not valid in 
general for the initial period of the response. The reason appears to lie 
in the fact that the initial catalyst activity was sufficiently large that heat 
generation rates were significant and there was an interphase gradient 
of temperature between particle and gas bulk phase. This gradient, of 

Run IMo1 
Q C 2 H 4 = 1 Ncc /sec 
Q H 2 = Ί6 Ncc /sec 
PH 2 O = 2.1 mmhig 
T B = 2 3 ° C 

# · · · · 
U ' U ^ Ô ' Ï O Ô Γ 2 0 0 ' 3 0 0 ' 4 0 0 

θ , mm 
Industrial and Engineering Chemistry 

Figure A2a. Poisoning of particles (116) 
Run conditions for Figures A2a,b: Hydrogen flow, 16 Ν cm31 sec; ethylene flow, 1 Ν 
cm31 sec; partial pressure of water, 2.1 mm Hg; reactor bulk temperature, 296° K; 
catalyst surface temperature initially, 354°K; catalyst density, 1.1 gm/cm3; initial con
version, 0.516; extrapolated conversion, x<„ 0.062; initial effectiveness factor, 0.20; 
extrapolated effectiveness factor, 1; catalyst half-thickness, 0.25 cm; reactor diameter, 
2 cm; particle Reynolds number, 4.3 (based on mass flow over total cross section). 

o.u 

η no 

Φ 
Φ 
φ 

••Φ 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



480 CHEMICAL REACTION ENGINEERING 

0.08 J Run No.1 

0.06 
X 

0.04 

0.02 

S 10 20. 

Industrial and Engineering Chemistry 

Figure A2b. Example of data correlation (116) 

course, produces an exponential amplification of rate or, conversely, as 
the catalyst loses activity the rate of heat generation decreases exponen
tially as the catalyst particle temperature is lowered. The initial portion 
of the catalyst deactivation curve of Figure A2a is thus taken to be the 
response to a thermal transient which disappears as the catalyst deacti
vates. Gioia shows how surface temperatures can be calculated from the 
measured conversion data and thus is able to calculate heat transfer co
efficients for the experiments. These are in reasonable agreement with 
values obtained from published correlations, so the general interpretation 
of the importance of initial nonisothermality appears to be valid. The 
Λ/Θ correlation of activity is a result of the diffusion limited penetration 
of poison, and this result is insensitive to the form of isotherm involved 
for the poison. The important lesson of this experiment is similar to that 
given by the work of Murakami et ai.: reaction systems in which catalyst 
deactivation occurs are entities which change their parameters, and some
times their very nature, as time proceeds. The two examples here show 
i n particular this type of essential elusiveness when thermal factors are 
involved. 

Poisoning Reaction—Diffusion Controlled (p. 382). A further exten
sion of the analysis of Wheeler and Robell has been given by Haynes 
( 118) who has reported a solution for the type I system in which the poi
soning reaction, as well as the main reaction, is diffusion controlled. This 
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7. BUTT Catalyst Deactivation 481 

is a situation which would seem more typical of most processing involving 
hydrocarbon reactions. In accord with the prior results of Masamune and 
Smith (41) the shell model is used as an approximation for poisoning 
with the type I mechanism. [It is worthwhile to repeat Haynes' caution 
that the "shell model" and the "shell progressive model" refer to related 
but distinct mechanisms. The former permits diffusion and reaction in 
the poison-free zone whereas in the latter all areas of the poison-free zone 
are equally accessible to the reactant]. A new parameter, ftL, the Thiele 
modulus for the poisoning reaction, is introduced, and the approximation 
is generally valid for 7i L ^ h0. In the following discussion the dimension
less variables and most of the notation used by Haynes are retained; the 
similarity to the terms used by Wheeler and Robell are pointed out. For 
the shell model of a spherical pellet the fraction of original activity, s, is 
related to the radius of the poison-free zone by: 

s = 1 - ς3 

where £ is the ratio r.//R of the poison-free zone to total radius. The effec
tiveness factor as a function of the degree of poisoning is obtained by 
mass balances on the poison and poison-free zones as: 

r = 3 Γ hLt coth hLt — 1 Ί 
i L " - t) coth AL5 + 1 J 

The equation for poisoning kinetics and the conservation equation giving 
the poison distribution in the bed are: 

d(CPJC%.0) 3Nt(CPte/Q 
bz 

d 

'°p.g)[ hiX coth hLt - 1 1 ( 2 ) 

[ A L ( 1 - t) coth hLt + l j K } 

i = (CpJC°p.o)[ hLt coth hiA ~ 1 Ί ( 3 ) 

τ ?hh
2 |_AL(1 ~ ® c o t h + l J 

where Nt is a number of adsorption transfer units as defined by Wheeler 
and Robell, ζ is dimensionless reactor length, and τ is a dimensionless 
time defined as τ Ξ kAdi,C°Pf!,t/Cp

œ in the nomenclature of Wheeler and 
Robell. As hL 0, the above equations reduce to the diffusion-free forms; 
however, it can be seen that numerical solution w i l l generally be required 
when such is not the case. Given the poison distribution in the bed as a 
function of time from solution of the above, the fraction of original 
activity in the bed as a function of time and position is: 

/o\ = Γ coth K t ~ 1 T 1 Ί /Λ\ 
W h e d lh0(l - ξ) coth Κξ + i J l A coth h0 - l j W 
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482 CHEMICAL REACTION ENGINEERING 

If k is the first-order rate constant for the main reaction, the conversion 
relationship corresponding to Equation 70 may be obtained from: 

where k' = k^j^(h0 ho — 1 ) J is the effective rate constant of the un

poisoned catalyst. 
The solution to these equations is given by Haynes for a range of 

parametric values in the form of generalized plots, permitting numerical 
or graphical evaluation of the activity or conversion variation with time 
according to Equation 5. The properties of the system which one needs 
to know are the true adsorption and rate constants, k and kAaB, the effec
tive diffusivities of reactant and poison in the catalyst pore structure 
(hence h0 and hL) and the limiting poison capacity, Cp°°. 

Analytical Solutions for Simple Selectivity Problems (p. 389). A 
number of simpler selectivity problems, particularly for type II deactiva
tions, can be solved using the method of Ozawa or in some cases, even 
direct integration. A n example of particular interest is that of first-order 
reaction and first-order deactivation: 

(U) A + S 1 - > B + S 1 i 
> (main reactions) 

(V) A + S 2 - + C + S2\ 

(U) A + S x - ^ A - S J 
> (fouling reactions) 

(V) A + S 2 ^ A - S 2 \ 

For an isothermal, fixed bed reactor with plug flow, the conservation 
equations for this reaction system assume the following non-dimensional 
forms: 

= — KA,iasi — KAt2as2 (1) 

= -ΚάΛα8ι (2) 

= — Kd,2as2 (3) 

where sx and s 2 are the activity variables for the U and V functions, 
respectively, a is dimensionless reactant concentration [ A ] / [ A ] 0 , K A , i 
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7. BUTT Catalyst Deactivation 483 

and KAt2 are rate constants for the two main reactions, and Kdtl and 
Kd>2 are rate constants for the deactivations. These rate constants are 
defined as follows: 

* A . i = *Α.ιτ(1 - ε) (4) 

KA,2 = *A.2T(1 — ε) 

Kd,i = fcd.iTp (5) 

Kd,2 = A;d,2Tp 

in which τ is the total residence time in the reactor based on empty 
cross section, c is bed void fraction, and ρ is the molal volume of the gas 
feed (assumed not to change with position). As usual, ζ is the normalized 
length, w/W, and θ is the time of operation in terms of the number of 
residence times. The form of Equation 1, wi th the time derivative omitted, 
invokes the assumption of slow deactivation. From Equations 2 and 3 
we have: 

S2 Kd,2\S2/ \S2/ 

so: 
βι = s2

n (6) 

The three original equations may be reduced to two using this result: 

= — KA,ias2
n — KA,2as2 

da 

ds2 

ΟΘ = —Kd,2(lS2 

If we define r = ( K A , I / K a , 2 ) , we may write the pair as: 

da 
Λ = —KAas2 (7) oz 

= —Kdt2as2 (8) 

where KA = KAi2 (rs2
n~1 + 1). Analytical solution to the problem re

quires some form of linearization for KA i n Equation 7. It is easiest to 
assign a value for s2 which represents the average over the time internal 
involved i n the solution, thus, permitting the evaluation of KA. As the 
time of operation increases, new averages for s2 and new values of KA 
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484 CHEMICAL REACTION ENGINEERING 

are determined on each time increment. W i t h KA taken as a constant, 
Equations 7 and 8 are exactly of the form required for the Legendre 
transformation solution. The boundary and initial conditions are: 

α = 1, z = 0, 0 > 0 

s2 = ι, θ = 0, 0 < ζ < 1 (9) 

and the final solutions are: 

o o
 e x P (*) (10) 

8 2 - 1 - exp (z)[l + exp (Κά>2θ/ΚΑ - ζ)] K } 

si = s2
n (H) 

a = s2 exp (Κά<2θ/ΚΑ - ζ) (12) 
[C] -β. KA,2 exp (ΚΑ,φ/ΚΑ) n ν 

" [C] ~ A a ' 2 ^ 1 - exp (Κά.φ/Κκ) - exp (z) 
ο 

Selectivity = c/a 

The result for product c, Equation 13, is obtained from the solutions for 
a and s 2 : 

dc „ 
dz = K A - m i 

c = X A , e x p (K^/KA)f [ ( 1 _ e x p ( g P ; ; ^ ] _ e x p ( 2 ) } , (14) 
ο 

Other solutions can be obtained for various kinds of reaction and 
deactivation kinetics in type II systems. W e are particularly interested 
in behavior when the kinetics of deactivation are second order i n activity 
and do not depend on conversion level—a state which appears to be 
roughly characteristic of sintering deactivation—and also in the behavior 
of systems in which the kinetics of the main reactions are zero order. In 
fact, analytical solutions to the activity and selectivity under isothermal 
conditions can be found easily for many of these cases, and no approxima
tions are required. Table A I gives a summary of some solutions for ac
tivity and selectivity in type II systems under isothermal conditions. 

A restricted class of nonisothermal problems can be treated by the 
methods outlined above. In general, reactor operation pertains to adia-
batic conditions, and parametric values are limited to being the same for 
both functions or to the asymptotic case in which the parameter pertain-
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7. BUTT Catalyst Deactivation 485 

ing to one function (—e.g., heat of reaction or activation energy) is much 
greater than that for the second function. The treatment of nonisothermal 
problems associated with single function deactivation or with catalyst 
regeneration by these methods, as discussed below, involves fewer re
strictions and may be of more general applicability (76). 

Table AI. Some Analytical Solutions for Activity and Selectivity in the 
Deactivation of Type II Systems in Fixed Beds 

Main Reaction Zero Order, Deactivation Zero Ordera 

— KA,\Si — KAt2S2 

da 
~dz 

dsi 
~df 

ds2 

ΟΘ 

= —Kd,i 

= —Kd,2 

si = 1 - ΚάΛθ 

s2 = 1 - Κά,2θ 

a = 1 - KAtlz(l - ΚάΛθ) - KA,2z{\ - #d.20) 

c = KAt2z(\ ~ Κά.2θ) 

Main Reaction Zero Order, Deactivation First Order 

— KA,iSi — K A t 2 s 2 

da 
~dz 

dsi 

~W 
ds2 

~df 

= - X d . i S i 

-Kd,2s2 

Si = exp (—Κ ά Λ θ) 

s2 = exp (—Κά,2θ) 

a = 1 — ΚΑΛζ exp (—ΚάΛθ) — KAt2z exp (—Kd,26) 

c = KAt2z exp (—Κ ά, 2θ) 

Main Reaction Zero Order, Deactivation Second Order (Sintering) 

—j— = —KA,\Si — KAt2s2 
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486 CHEMICAL REACTION ENGINEERING 

Table A I . Continued 

Main Reaction Zero Order, Deactivation Second Order (Sintering) 
(Continued) 

81 = 1/(1 + ΚΛΛΘ) 

s2 = 1/(1 + ΚΛ.φ) 

a = 1 -

c = 

1 + ΚάΛθ 1 + Kd.2i 

Κ\,2Ζ 

1 + Κά,2θ 

Main Reaction First Order, Deactivation Zero Order 

= —KA.iSia — Kk,2s2a 

dSi _ v 

ds2 _ K 

si = 1 - ΚάΛθ 

s 2 = l - Κά,2θ 

a = exp (πΐχζ) 

c = KU1 ~ Κά.φ) e-^^ 

where m! = - u C A . i ( l - ΚΛΛβ) - ΚΑΛ(1 - ΚΛ.φ) 

Main Reaction First Order, Deactivation First Order 

= —KA.iSia — KA.iSva 

d S l - K o 
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7. BUTT Catalyst Deactivation 487 

Table A I . Continued 

Main Reaction First Order, Deactivation First Order (Continued) 

~df - ~ K d ' 2 S 2 

Si = exp (—ifd.i0) 

s2 = exp (—Κ ά Λ θ) 

a = exp (ra22) 

c = i f A . 2 exp ( — ΚάΛθ). ——-—-
m2 

m2 = — i f A . i e x p (—Κ ά Λ θ) — i f A , 2 exp (—Kdt2d) 

Main Reaction First Order, Deactivation First Order and Conversion 
Dependent 

da 
~dz~ 

dS! 
dd 

ds2 

~df 

= — KA,iSia — KAt2s2a 

— —Kd,\S\a 

= —Kd.2s2a 

Si = s2
n 

0 _ exp (g) 
s2 — 1 - expT(z)[l + exp (Κά,2θ/ΚΑ - ζ)] 

a = s2 exp (Kdt26/KA — z) 

- κ J - i f A,2 exp (Κά,2θ/ΚΑ) 
c - Λ Α , + T _ Β Χ Ρ { Κ ά Λ θ / Κ χ ) _ β χ ρ (*) 

i f A = i f A.2 [ r W a v g " " 1 + 1] 

r = KAti/KAt2; η = i f d . i/i fd . 2 

M a i n Reaction First Order, Deactivation Second Order (Sintering) 

= - i f A . i S i a - i f A 
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488 C H E M I C A L REACT ION ENGINEERING 

Table AI. Continued 

Main Reaction First Order, Deactivation Second Order (Sintering) 
(Continued) 

βι = 1/(1 + ΚΛΛβ) 

s2 = 1/(1 + ΚΛ.φ) 

_ / _ Κ\.ιΖ K\,2Z \ 
α - exp^ ι + Κ α λ Θ ι + Κ ί φ ) 

c _ -ΚΑ.ΐ / 1 exp (m 3z)\ 

_ _( KA.I KA,2 \ 
™3 \1 + ΚΛΛΘ 1 + ΚΛ.φ) 

"For boundary and initial conditions see Equation 9. 

Optimization of Catalyst Composition (p. 451). The question of op
timizing catalyst composition has been suggested but not treated in detail 
in several studies cited in this discussion, and we conclude the remarks on 
optimization by considering this particular problem. Miertschin and 
Jackson (119) have reported specific results on the optimum catalyst 
replacement policy, length of operating cycle, and temperature program 
for simple reactor types operated with constant exit conversion. To allow 
temperature policy to be a free control variable if the conversion level 
is invariant, the feed rate to the reactor must be varied with time. Below 
we summarize the results for the simplest example of Miertschin and 
Jackson—an irreversible first-order reaction with conversion independent 
deactivation kinetics carried out in a CSTR. In this case the reactor 
performance equations are: 

%=f* = *[r(*,T)I (1) 

J = -kA.ds" (2) 

r{x,T) = JbA
e(l - x) e~E

A'RT (la) 
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7. BUTT Catalyst Deactivation 489 

where / = F/V, y = Y / V , χ is conversion, V is reactor volume, F is molar 
rate of feed addition, Y moles of product, s is activity and EA and E A , d 
activation energies for main and deactivation reactions, respectively. The 
objective function expresses profit in terms of selling price of product 
minus raw material cost and catalyst replacement cost. The first two 
terms are: 

(product — raw material) = α 7(0) — £Q(0) (3) 

where Y(0) and Q(0) are moles of product and feed corresponding to 
a period of operation 0, and χ and β are the respective values per mole. 

0.6 0.6 0 4 0.2 
FINAL ACTIVITY 

0 8 0.6 0.4 
FINAL ACTIVITY 

0.8 0.6 0.4 0.2 

FINAL ACTIVITY 

Canadian Journal of Chemical Engineering 

Figure A3. Contour maps of objective function in the (if/^^-phne for differ-
ent costs of complete catalyst renewal Other constants in table. Contours at 

intervals of 10% of maximum value of objective function (119). 

Cost of complete catalyst renewal: 
(a) $0.16 per liter of reactor volume 
(b) $64.00 per liter of reactor volume 
(c) $96.00 per liter of reactor volume 
(d) $160.00 per liter of reactor volume 
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490 CHEMICAL REACTION ENGINEERING 

200 400 600 800 
/ , ( DOLLARS PER LITER OF REACTOR VOLUME) 

Canadian Journal of Chemical Engineering 

Figure A3e. Curve (a), optimal ψ0; curve (b), op
timal ^f with optimal ψ0; curve (c) optimal φί with 
ψ0 = 1. Optimum temperature policy isothermal. 

(119). 

The catalyst replacement cost is given by a function pertaining strictly 
to the replacement of a discarded fraction of spent catalyst with fresh 
catalyst: 

(catalyst replacement) (4) 

where γ is the catalyst cost per reactor volume, s0 is initial ( replacement ) 
activity level, and sf is the activity at 0. The over-all objective function, 
P' , assuming replacement time is small compared with operating time, 
is then: 

P' = 
Θ 

A simple temperature policy is optimal in this case: temperature is time 
invariant and at the upper limit, T m a x ; additional cases are treated by 
Miertschin (120). Since the temperature is fixed, the complete problem 
can be solved in a relatively simple way because only optimization with 
respect to s0 and 0 need be considered. For η = 2 in Equation 2, we 
have at constant temperature: 

s(t) = 
So 

1 + kA,dS0t 
(6) 

and this may be used with Equations 1 and l a , recalling that r(x,Tm&x) is 
constant, to give: 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

07



7. BUTT Catalyst Deactivation 491 

y(t) = - ϋ - In (1 + * A . d « o f l (7) 
ACA.d 

Since sf is a uniquely defined function of the time of operation Θ from 
Equation 6 at t = 0, we may write Equation 7 as: 

800 

1 1 1 1 

> 
PE

R
 H

O
U

R)
 

8 Ο
 -

1*° -

PR
O

FI
T 

( 
IN)

 8 

\ ( b ) • 

-

0 1 - ι * — 1 1 

0 200 400 600 800 1000 

γ . (DOLLARS PER LITER REACTOR VOLUME) 

C O S T S A N D P H Y S I C A L C O N S T A N T S F O R E X A M P L E W I T H 
I S O T H E R M A L O P T I M A L T E M P E R A T U R E P O L I C Y 

2.224 X 10·2 mole/liter sec V 1000 liter 
5.0 X 10e hr"1 η 2.0 
3 X 10* °K 1000 °K 
2 X 10* °K a $0.05 
0.9 β $0.027 

Canadian Journal of Chemical Engineering 

Figure A3f. Curve (a), maximum profit with optimal ψ0; curve 
(b), maximum profit with ψ0 = 1· [Optimum temperature policy 

isothermal.] (119). 
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492 CHEMICAL REACTION ENGINEERING 

Substituting for y(6) and Θ from Equations 8 and 6, respectively, in the 
objective function, we have: 

*·- '(«-ilt^iù(s)- ^0^-;)}] <9> 
where r refers to the rate at the maximum temperature allowed the sys
tem. The function P ' is then maximized with respect to s0 and sf (i.e., θ). 

The results of calculations on this system are shown in Figure A 3 
for typical parameter values as shown. Figure A3ad shows a series of 
contour maps of the function, contours drawn at 10% increments of the 
value of the maximum, reflecting only the effects caused by changes in 
replacement catalyst value. The locus of the maximum takes an extensive 
journey about the s0 — sf plane, and for higher catalyst replacement costs 
the optimal initial activity level is far removed from completely reacti
vated (s0 = 1) material. Some other aspects of the solution are illus
trated in Figures A3e and f. The first compares the various catalytic 
activity relationships as a function of replacement cost, and the second 
compares the difference in maximum profit occasioned by the fact that 
s0 < 1 at high values of γ. 

W e have previously noted that conversion-independent deactivation 
rates, such as Equation 2, may lack some of the generality of kinetics 
such as those of Equation 16; however, the second-order law as used in 
this study is an adequate correlation for sintering kinetics. 
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Contributed Papers 

Perturbation Analysis of Optimal Decaying Catalyst Systems: 
Fixed-Time, Regular Perturbations 

J. P. D A L C O R S O and S. G . B A N K O F F , Chemical Engineering Department, 
Northwestern University, Evanston, Ill. 60201 

The problem of the optimal temperature policy for an isothermal 
tubular reactor packed with a catalyst whose activity depends on its past 
temperature history has been the subject of several investigations. These 
a priori calculations are clearly useful, however, only as a first estimate 
since in many cases competing side-reactions have been neglected or the 
effective bifunctionality of the catalyst has been ignored. Furthermore, 
the parameters of the governing equations are never known precisely, so 
that an optimal feedback control, based upon sequential estimation of 
the parameters from the current measurements, is almost always neces
sary. Other factors which call for a modification of policy would include 
variations in feed composition, raw materials, and/or product prices. 
These problems fall into the class of regular perturbation problems in 
that the dimension of the state equation set remains unchanged as a small 
parameter assumes the value zero. The procedures for the unconstrained 
problem are well-known. The corresponding algorithm for the con
strained policy problem is developed here. The sensitivity equations for 
a decaying catalyst problem dealing with a single irreversible reaction, 
upon taking into account a small secondary reaction (either consecutive 
or simultaneous ) are then written down as an application of this develop
ment. The sensitivity quantities can be used for optimal feedback con
trol in the following way. One introduces a Riccati transformation linking 
x€ and λ €, derives conventional Riccati equations for the matrices P(t) 
and Q(t), and precomputes these matrices. These can be used, again in 
the conventional manner, to determine the control correction, based upon 
a measured deviation in the state variables δχ, from the a priori values. 
Alternatively one can determine these deviations from a new estimate of 
the system parameters, c, where c = 0 corresponds to the values of the 
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498 CHEMICAL REACTION ENGINEERING 

parameters on the a priori reference path since, to the first order, Bx = x€c, 
etc. As shown by numerical studies, the sensitivity coefficients, x€, u€, and 
λ €, for path variables, and particularly tu, for the constraint entry time, 
allow an estimate of the maximum permissible deviations of the system 
parameters within which a first-order perturbation scheme is permissible. 

As an example of a regular perturbation of the reference solution, we 
consider the case when an unwanted product is formed by a small addi-

tional reaction, A - » Β - » C . Let a\ and a2 be the extent of the main and 
of the parasitic reactions, both of which proceed under the influen of 
the same catalyst. The dimensionless concentration of Β at the reactor 
exit is then 

F = — \ = — ! — ( e — - er**V) (1) 
c 0 s = ι 1 — εα 

where c = k2(T0)/k1(To) is a small parameter, and χ is the catalyst ac
tivity, assumed to follow an m-th order Arrhenius decay law: 

x Ξ Έ = " ^°*m Ξ f(X)U); x ( 0 ) = 1 ( 2 ) 

Here a = k2/k1 does not become small as c -> 0. 
The objective function to be maximized is 

J = / F(x,u,e) dt (3) 
J ο 

subject to a maximum temperature constraint, 

C(u) = t*(0 - U < 0 (4) 

Let λ ( ί ) be introduced as an adjoint variable, and h == F0 + λ/ as the 
Hamiltonian function. For this control-constrained problem, we define 
an augmented Hamiltonian function by 

H = F0 + \f + y.C = 1 - e"* 1 - - \ykxm + μ(ιι - 17) (5) 

The necessary conditions for optimality are then 

H u = fiy^2 (pxxfci exp (—a*nr) - yXkoX™) + μ = 0 (6) 

= — Hx = — &ιτ exp (—χ&ιτ) + rnkk^xm~l) (7) 

where λ ( 0 ) = 0; ρ = Εχ/Ε0. The Riccati functions Ρ and Q now satisfy 
the following equations: 
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DALCORSO AND BANKOFF Decaying Catalyst Systems 499 

Ρ = - 2 Ρ Λ ι λ - Λ „ P(tf) = 0 
h: h< t < t,: (8) 

Q = - - Λχ« Q(</) = 0 

Λ : 0 < t < h 

Ρ = - Ptf, + Λχχ - ^ (A„x + /.)) " hxx + 
huu i^uu ""uu (Q) 

Q = Q(*,x - ^ (Pfu + Λ,.)) + ^ (P/« + A , , ) - A„ 
IXuu "MI 

where F and Q are continuous at the constraint entry time, ti. The feed
back control algorithm is then: 

fe/i: 8u = - Huu~l[(Hux + fu
TP) Ix + (# w e + /^Q) e ] (10) 

fe/2:8tt = - Cu-lCxlx (11) 

The estimated change in constraint-entry time, dtly is given by: 

(μ*£ε + μλλε + \LUV& + με) 
ε = 0 
t = h 

dh = (12) 

dhu r _! , 7 /dCujX 

t=h+ 

Numerical calculations indicate that the use of the corrected control 
always gives higher yields than the uncorrected one, but the improve
ment is hardly worthwhile because of the characteristic flatness of the 
optimum with respect to control in problems of this type. O n the other 
hand, one finds that the constraint entry time sensitivity function, t1€, de
pends strongly upon the ratios of the activation energies of the decay, 
main, and parasitic reactions (E0, Ely £ 2 ) . Typically, the parameter error, 
c*, which produces a 5 % change in constraint entry time decreases by a 
factor of 10~3 as q = E2/EQ varies from 0.1 to 1.5. Thus, for a highly 
temperature-sensitive parasitic reaction (E2/E0 = 1.5), e* <~ 10"3 for 
ρ Ξ = Εχ/Ε0 = 0.5, whereas c* = 0.1 when ρ = 1.5. Especially in the 
former case but also in latter case the a priori calculation of the optimal 
policy can be expected to be in serious error since the activation energies 
are rarely known to within 10%. Successive re-linearizations as new 
estimates become available are thus required, and the estimation pro
cedures should be fairly precise. On the other hand, if E2/E0 = 0.5, c* /— 
0.1 for ρ = 0.5, while c* = 1 for ρ = 1.5. The estimation procedures can 
thus be fairly rough if the parasitic reaction is relatively insensitive to 
temperature changes. 
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T h e Optimal Control of a V i n y l Chloride Monomer Reactor 
Experiencing Catalyst Decay 

A. F. O G U N Y E and W. H . RAY, Department of Chemical Engineering, Uni
versity of Waterloo, Canada 

The method of producing vinyl chloride via the acetylene route is 
described in detail by Geiger ( I ). Acetylene is passed with excess hydro
gen chloride gas over a stationary catalyst of mercuric chloride deposited 
on activated carbon. The reactors may be made of steel 8-10 ft i n diame
ter and 10-15 ft in height with about 150-500 tubes of small diameter. 
The tubes are filled with catalysts of about ^ - i n c h diameter and con
taining 8-10% H g C l 2 . The mixed reactant gases are usually passed 
through fresh catalyst at about 120°C. The heat of reaction is —26,000 
cal/gram mole of vinyl chloride produced. As a result of this high heat 
of reaction, hot spots are developed inside the reactors, and the mercuric 
chloride sublimes, leaving the inactive carbon support. The optimization 
of this reacting system when there is catalyst decay is a distributed 
parameter problem and is a practical example showing the value of the 
theory and computational techniques developed previously (2, 3). 

Reaction Rate Expression 

The following mechanisms have been proposed by Gelbshtein et al. 
(4, 5, 6) after extensive studies on the complexes formed by the metallic 
chlorides of mercury, cadmium, zinc, and bismuth with acetylene and 
hydrogen chloride 

K, 

H g C l 2 + HC1 «=± H g C l 2 HC1 

H g C l 2 + C 2 H 2 *± H g C l 2 C 2 H 2 

H g C l 2 HC1 + HC1 <=± H g C l 2 -2HC1 

H g C l 2 HC1 + C 2 H 2 τ± H g C l 2 C 2 H 2 HC1 
Kb 

H g C l 2 C 2 H 2 HC1 + HC1 -> H g C l 2 HC1 + C 2 H 3 C 1 
where Κχ,Κο,Κ^,Κ^ are equilibrium constants, and K» is a velocity constant. 
O n the basis of these reaction mechanisms Gelbshtein et al. (4) proposed 
the rate of reaction to be given by 

kP*(l - χ) (ξ - χ) m 

(1 + ξ - χ) {{kf + Ρ) (ξ - χ) + k'} Κ } 
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OGUNYE A N D RAY Vinyl Chloride Reactor 501 

where k = KbK4Krl = 1.05 X 105 exp { -6000/Λ7 7 } 
moles C 2 H 2 / a t m - h r - m 3 

k' = Kz~l = exp {(14.6T - 7700)/RT} atm 

Ρ = total pressure, atm, Τ = temperature of the system, °K 

χ = conversion 

ξ = molar ratio of hydrogen chloride to acetylene in feed 

Reactor Model 
The catalyst decay as a result of sublimation caused by the reactor 

hotspots, may be regarded as an evaporation or a desorption process. 
By assuming a monolayer coverage of the carrier by mercuric chloride 
catalyst and that the catalyst activity is proportional to the number of 
active sites covered by the mercuric chloride, the model for the catalyst 
decay becomes 

§ = - ρ exp {-\HE/RT}y 

y(z,0) = W(z) (2) 

0 < * < 1 , 0 < s < l 

where the spatial and temporal coordinates have been normalized to lie 
between 0 and 1, ΔΗΕ = heat of evaporation of mercuric chloride, y = 
catalyst activity, ρ = dimensionless preexponential factor for the decay 
reaction rate. 

W i t h the assumptions stated and justified in Ogunye and Ray (7), 
the following equations describe the extent of reactions, temperature, and 
pressure along the reactor length: 

dx = β exp (-EJRT^P^l - χ) (ξ - χ) 
dz V0(l + ξ - x) {(*' + Ρ)(ξ-χ)+ k'} 

0 < z < l , 0 < * < 1 

where the initial extent and C 2 H 2 feed rate are given by 

(3) 

«(ο,ο = ο 
Γ . = 1,000χ(26 + Ββ.δξ)- 1 (4) 

dz X 
-AH) β exp {-E1/RT}yPi(l - χ)(ξ - χ) 

(1 + ξ - *)[(*' + Ρ)(ξ-χ) + k'] (5) 

V'L{T - f/ c)|{F hoA'L(T - UjUVtC,}-1; T(0,t) = F2(0 
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502 CHEMICAL REACTION ENGINEERING 

where the velocity of the flowing mixture is given by 

iRT (1 + ξ -
Ρ (26 + 36 

and C p is given (8) by 

Cp = [0.469 + 0.311ξ - 0.1&r](l + ξ - χ) (7) 

dP - χ ( 1 + ξ - x)RTL 1 - sQ ((1 - s ) 
cte 0<4ρ(26 + 36.5ξ) Ps 3o \ dp ^ X j w 

0 < z < 1, 0 < * < 1 

where P(0,0 = F«(0 

The Optimization Problem. If we assume as did Ogunye and Ray 
(2, 3) that the optimal operating time can be determined separately, we 
w i l l choose our controls to maximize profits over the period of operation, 
0 ^ t ^ 1. The objective we choose has the form 

t) - d[l - x(l,t)] - C 2[? - x(l,t) - Czx(l,t) (9) 

-C4x(l,t)}dt - aJlw(z)dz 

where the first term represents the value of the vinyl chloride product, 
the second and third terms the cost of separating reactants from the prod
uct, the fourth and fifth terms the cost of reactants, and the last term the 
cost of catalyst. 

The controls which we assume we can manipulate are: 
(a) The coolant temperature, Uc(t) 
( b ) The inlet temperature and pressure, V2 ( t ), V 3 ( t ) 
(c) The molar ratio of HC1 to C 2 H 2 , £(f ) 
(d) The feed rate (mass velocity) to the system, χ ( ί ) 
(e) The initial catalyst distribution, w(z) 

where it is assumed that there are fixed upper and lower bounds on these 
controls. 

Computational Results 

The maximum principle computational algorithms described in detail 
i n Ogunye and Ray {2,3) and Ogunye (9) were used to synthesize the 
controls. The method of characteristics with fourth-order Runge-Kutta 
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OGUNYE A N D RAY Vinyl Chloride Reactor 503 

method was used to integrate the state and adjoint equations. The set of 
constant parameters used for the numerical studies are given in Ogunye 
and Ray (7). 

The policy when the inlet temperature and pressure as well as the 
mass velocity of the reacting system were kept constant throughout the 
cycle of operation at 150°C, 1.5 atm, and 1.5 kg/m 2 sec respectively calls 
for a gradual elevation of the cooling jacket temperature during the time 
of operation (cf. Réf. 7) . 

v 3* 2.0 

1.6 

1.2 

0.8 
χ 

0.4 150.0 

ι 1 1 1 1 1 
0 0.2 0.4 0.6 0.8 1.0 

t 
Figure 1. The optimal policy under U c , V^, V t J 

control 

Figure 1 shows the result of optimizing with respect to Uc, V 2 , and 
V 3 . A n upper bound of 2 atm was picked for V 3 for this case. The optimal 
policy is again nearly constant conversion with the pressure, coolant, and 
jacket temperature being raised to compensate for falling catalyst activity. 

Figures 2 and 3 show the results obtained when the catalyst distribu
tion problem is considered simultaneously with the Uc, ξ, and χ policies. 
In this problem it is necessary initially to distribute the catalyst optimally 
throughout the bed. This can result in substantial savings by eliminating 
the hot spots i n the reactor. If the average catalyst cost over the cycle 
of operation is a, the optimal policy w i l l be pure catalyst loading only 
for a ^ 0.076. For example, with the cost of the catalyst, a = 0.4, the 
optimal policy (cf. Figure 3) calls for a high catalyst activity at the 
entrance of the reactor to attain a reasonable reaction temperature, fol
lowed by low catalyst activity to prevent hot spots. The increased activity 
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0.2 0.4 0.6 0.8 1.0 
t 

0.2 0.4 0.6 0.8 1.0 
t 

Figure 2. The optimal policy for the catalyst distribution problem 

at the outlet of the reactor is required to aid the falling reaction rate. The 
final decrease in activity probably indicates that the reactor is too long 
and catalyst at the end is being wasted. 

The hot spot temperature rise with pure catalyst loading is 350°C. 
When the optimal catalyst distribution is considered, the hot spot tem
perature rise is only 150 °C. Even though the total production resulting 
from the reduced catalyst loading was found to be 9% lower than the 
case with pure catalyst loading, the savings in the cost of the catalyst 
gives an increase in the objective of 35%. 

1.0 a< 0.076 1.0 / \ 
0.8 / Ν 

0.6 
w(z) 

A = 0.4 

0.4 

0.2 

ι ι ι I 

0 0.2 0.4 0.6 0.8 1.0 
ζ 

Figure 3. Optimal catalyst distribu
tion 
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Conclusions 

The models for both the main reaction and the decay rate are based 
on fundamental kinetic studies and embody few empirical assumptions. 
A l l the optimal policies were found from two starting points with only 
the differences noted in Figures 1, 2, and 3. Computational requirements 
for a complete optimization were modest, ranging from 5 minutes ( on an 
I B M 360/75) for the results i n Figure 1 to 15 minutes for the results i n 
Figures 2 and 3. 

One interesting result is that constant conversion appears to be a 
hallmark of all the optimal policies even though this system is much more 
complicated than the very simple ones in which it can be shown analyti
cally that constant conversion is best (10, 11). A second result of equal 
interest is the sine wave-like shape of the optimal catalyst loading profile 
in Figure 3—an unexpected result which satisfies physical intuition. 
Finally, the control engineer should be amazed at the unbelievably rapid 
convergence of the gradient techniques for this problem, because the 
optimal control policy for most of the control variables was a singular one. 
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Deactivation of Mordenite, Aluminum-Deficient Mordenite, 
and Faujasite Catalysts in the Cracking of Cumene 

PAUL E. EBERLY, JR. and C. N. KIMBERLIN, JR., Esso Research Labora
tories, Humble Oil & Refining Co., Baton Rouge, La. 70821 

Mordenite type zeolites have become of increasing interest as cata
lysts and adsorbents in the petroleum industry ( I ) . Basically, the pore 
structure of mordenite consists of parallel adsorption tubes each having 
an approximately elliptical opening with a major and minor diameter of 
6.95 and 5.81 Α., respectively. This structure prohibits motion of mole
cules from one main tube to the other. Consequently, mordenite is sus
ceptible to loss of much of its adsorptive capacity by the presence of 
small amounts of impurities (2). By varying synthesis conditions it is 
possible to prepare mordenites which have quite different adsorptive 
properties because of some, as yet undefined, change in structure. Mor
denites have been classified as "large-port" or "small-port," depending 
on whether or not they adsorb large molecules such as benzene and cyclo-
hexane (3). Further varieties of mordenite can be produced by removing 
aluminum from the structure by strong acid treatment with HC1. This 
study compares the cracking and sorption properties of H-mordenite with 
a conventional S i 0 2 - A l 2 0 3 ratio to those of a highly aluminum-deficient 
mordenite. 

Results 

Properties of the mordenites used in this study are given below: 

Catalyst H-M(12) H-M(64) 

Composition, wt % 
N a 2 0 0.1 0.0 
A 1 2 0 3 12.5 2.6 
S i 0 2 87.4 97.4 

Relative x-ray cryst., % 100 90 
Surface area, m 2/gram 540 602 

Hydrogen-mordenite with a conventional S i 0 2 - A l 2 0 3 ratio of 12, H-M(12), 
was prepared from the N a form by exchange with N H 4 N 0 3 . To prepare 
the aluminum-deficient mordenite, H-M(64), the hydrogen-form was ex
tracted for several hours with 5N HC1. The removal of 80% of the alu
minum results in surprisingly little change in the x-ray diffraction pattern. 
The relative crystallinity of H-M(64) is 90% that of H-M(12). Its surface 
area and pore volume are larger. 
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Figure 1. Cumene adsorption at 200°F 

50 

The adsorption of cumene was studied at 200 °F. Results are shown 
in Figure 1. The isotherms on the left show that both materials are effec
tive adsorbents even at pressures below 2 mm. This behavior is charac
teristic of zeolites having pores of molecular dimensions. H-M(64) has 
a higher capacity for cumene. Adsorption equilibria are established more 
rapidly on this material than on H-M(12). The desorption curves show 
that cumene is very difficult to remove from conventional mordenite. 

In cumene cracking experiments, the activity ( A ) of the catalyst is 
defined as 

Λ 1 ι 1 0 0 m 
A = W l o g l 0ïôô=c ( 1 ) 

where W is the weight of the catalyst and C is mole % benzene in the 
aromatic fraction. The activity varied with time (t) according to Equa
tion 2: 

A = atn (2) 

This relationship has previously been reported for amorphous silica-
alumina catalysts (4, 5) . Results on the two mordenites are shown in 
Figure 2. H-M(64) has nearly twice the activity for cumene cracking. 
The difference in the slopes (n) is not considered significant. 
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EBERLY A N D KiMBERLiN Mordenite Catalysts 509 

Runs were also made on hydrogen-faujasite, H - Y , which is a key 
component in many of the newer, commercial cracking catalysts. The 
results are shown in Figure 3. A t 400°F, the activity undergoes a severe 
decline with time on stream. H - Y has a considerably higher adsorption 
capacity, and at this low temperature we suspect that the propylene 
formed is being adsorbed rapidly and covering the active sites. A pre
vious report demonstrated that propylene on H - Y undergoes polymeriza
tion, dehydrogenation, and cyclization to form aromatic ring structures 
at 400°F (6). Apparently, this does not occur to the same extent on 
mordenite catalysts. At 525°F; the activity is quite high, and deactivation 
is much less severe. 

Discussion 

The fact that most of the aluminum can be removed from mordenite 
with only minor changes in the x-ray diffraction pattern is worthy of com
ment. It suggests that perhaps the lattice has reformed so that the original 
alumina tetrahedra are now replaced by silica tetrahedra. This process 
would give a crystal having the same diffraction pattern with the peaks 
shifted slightly to larger angles corresponding to a lower unit cell dimen
sion (the S i - O bond is shorter than the A l - O bond). This removal of 
aluminum from the lattice eliminates the need for cations or protons for 
charge neutralization and would therefore be expected to lower acidity. 
A t the same time, however, acid leaching removes extraneous materials 
from the mordenite channels resulting in larger adsorptive capacity and 
a greatly decreased resistance to adsorptive diffusion. This decreased 
resistance is also aided by lowering the acidity of the surface. 

W i t h this in mind, the higher activity of H - M ( 6 4 ) can be attributed 
largely to a lowering in diffusion resistance. A t any given time in the 
cracking cycle, the activity follows an Arrhenius type relationship with 
temperature, and the apparent activation energy amounts to 11 kcal/mole 
for both H - M ( 1 2 ) and H - M ( 6 4 ) . This indicates that the reaction is 
strongly diffusion limited since values for other more open catalysts are 
in the range of 20-35 kcal/mole. Diffusion resistance in H - M ( 6 4 ) is con
siderably less than that in H - M ( 1 2 ) as seen by the adsorption measure
ments, but this does not increase the apparent activation energy above 
that for H - M ( 1 2 ) . Katzer (7) observed that counterdiffusion of benzene 
and cumene did not occur on a H-mordenite with conventional S i 0 2 -
A 1 2 0 3 ratio. This is in line with our results on the difficulty of desorbing 
material from H - M ( 1 2 ) and suggests a low effectiveness factor for this 
catalyst. 
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Cocurrent and Countercurrent Moving Bed Reactors 

STEPHEN SZÉPE, Department of Energy Engineering, University of Illinois 
at Chicago Circle, Chicago, Ill. 60680 

Reactions subject to catalyst deactivation may be conducted in sta
tionary, i n fluidized, or in moving beds. This paper analyzes the operation 
of moving bed reactors. The process involved is a single reaction over a 
deactivating solid catalyst, with reactants and products being in a single 
fluid phase of constant density. The rate equations considered for the 
reaction and deactivation kinetics are separable ( I ) , having the following 
forms at any given temperature 

r = kafix) (1) 

? = κψ(α)φ(χ) (2) 

A specific case of such kinetics [f(x) = (1 — χ)2; ψ(α) = a, and 
φ(χ) = constant] has been analyzed for cocurrent reactors by Weekman 
(2). In the present study, arbitrary functional forms are allowed for al l 
three terms, with the only restriction that 

f(x) > 0 in x0 < χ < xf 

ψ(α) > 0 in a0 > a > af (3) 

φ(χ) > 0 in x0 < x < Xf 

Compared with the other two types of reactions, moving beds have 
an additional degree of freedom—namely, they may be operated either 
cocurrently or countercurrently. A major objective of this analysis is to 
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SZEPE Moving Bed Reactors 511 

develop some criterion or criteria for exploiting this potential advantage 
—i.e., to determine the influence of the functional forms of i(x), ψ (a), 
and φ(χ) on the selection of the preferred contacting scheme. 

The reaction system described by Equations 1-3 is analyzed in an 
ideal moving bed reactor in which, by definition, both the fluid and the 
catalyst streams are in plug flow, having space times of rf and 6f, 
respectively. 

It is shown that the steady state isothermal operation of ideal moving 
bed reactors may be studied conveniently for either contacting scheme 
and for all functional forms of f(x)> φ (a), and φ(χ) by following the 
trajectory in the conversion-activity plane. Such a trajectory w i l l show 
the corresponding values of these two variables at various points along 
the length of the reactor. Under restriction No. 3 any trajectory w i l l be 
strictly monotonie. Moreover, in a plane of transformed coordinates 

defined by X(x) — f* [φ(χ)//(χ)] dx and A(a) — f ° [α/ψ(α)]άα, 
Xref Qrcf 

the trajectory w i l l be a straight line, having a slope of —a = —&τ//*0/ in 
cocurrent operation, and a slope of a = Κτ//κ' / in countercurrent oper
ation (countercurrent operations are denoted by prime signs). Cocurrent 
and countercurrent operations are compared by the solution of two gen
eral problems. 

Problem 1. Which type of contacting, cocurrent or countercurrent, 
w i l l utilize the catalyst more effectively? If a = α, χ0' = x0, a0' = 
a0, and if the two contacting schemes are to yield identical used catalyst 
activities (a/ = af), which scheme w i l l result in a higher conversion? 

One may expect that the solution to this problem w i l l depend strongly 
on the functional forms of f(x), φ (a), and φ(χ) and that useful criteria 
can be developed only for some limited class of functions such as power 
equations. It can be proved, however, that a much simpler and more 
general solution holds—namely, for all functions satisfying restriction 
No. 3: 

Theorem 1. Cocurrent and countercurrent processes operated 
under conditions of a = α, χ0' = x0, a0' = a0 and a/ = af w i l l 
result in identical conversions; x/ — xf. 

In addition to providing the answer to the catalyst utilization prob
lem, this result has another important application. For countercurrent 
operations, the inherent mixed boundary conditions w i l l generally neces
sitate trial and error computation. Nevertheless, for countercurrent mov
ing bed reactors characterized by Equations 1-3, the trial and error 
method may be circumvented by using the above result combined with 
the proper choice of the independent variable. 
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512 CHEMICAL REACTION ENGINEERING 

Theorem 1 by no means implies that the space times τ/' and τ/ be
longing to these identical conversions are also equal. In fact, the rational 
selection of the preferred type of contacting should be made by evaluating 
and comparing space time requirements. This problem is formulated i n 
the following way. 

Problem 2. Which type of contacting, cocurrent or countercurrent, 
w i l l utilize the reactor more effectively? If a •= a, x0' = x0, a>o = 
a0, and if the two contacting schemes are to yield identical conversions 
(x/ = xf), which scheme w i l l require less space time? 

This reactor utilization problem is more difficult to solve than the 
first one, and it is advisable to attack it in two steps. It is known (3, 4) 
that some important optimization problems have simple analytical solu
tions for the special case of conversion-independent deactivation [φ(χ) 
= constant]. Consequently, at first this special case is considered. 

A simple and general solution is obtained again—namely, for all f(x) 
and ψ (a) satisfying requirement No. 3 : 

Theorem 2. If φ(χ) = constant, then cocurrent and counter-
current processes operated under conditions of a = a, x0' = x0, 
do = a0, and x/ = xf w i l l require identical space times; τ/ =rf. 
Finally, for the more general case of φ(χ) constant, the following 

result is obtained. 
Theorem 3 . For cocurrent and countercurrent processes oper
ated under conditions of a = a, xj = x0, a0' = a0, and x/ <= xf, 

τ/ < τ, if ^oinx0<x<xf, and τ/ > rf if > ο 

in x0 < χ < xf. 
Thus, if φ (χ) is a monotonically decreasing function, the preferred 

operation is countercurrent. In turn, cocurrent operation is preferred in 
case of a monotonically increasing φ(χ). 

Finally, if the function φ(χ) is not monotonie, a single criterion 
depending only on the functional form of φ(χ) cannot be developed; i n 
this case, the proper choice w i l l also depend on the initial and final 
conversions. 

The last result, Theorem 3 , underlines the importance of the con
version-dependent term of the deactivation rate equation. A reasonably 
good knowledge of this term is also essential in all other deactivation 
problems, such as i n the design and optimization of stationary and 
fluidized bed reactors. Unfortunately, this term is often masked, and it 
is by far the most difficult to determine by conventional methods. A n 
experimental method devised to eliminate, or at least to reduce this 
masking has already been proposed ( 5 ) . The above result suggests that 
another and probably more sensitive way of determining φ(χ) may be 
through kinetic studies made in laboratory moving bed reactors. 
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GWYN Deactivation of Catalyst 513 

Nomenclature 

a = catalyst activity 
= conversion-dependent term of the reaction rate equation 
= reaction rate constant 

r = reaction rate 
χ = conversion 
a = a parameter defined as krf/icOf 
θ = catalyst space time 
ρ = deactivation rate 
τ = fluid space time 
φ — conversion-dependent term of the deactivation rate equation 
ψ — activity-dependent term of the deactivation rate equation 

Subscripts 
f = outlet condition 
ο = inlet condition 

ref = reference condition 

Superscripts 
' = countercurrent operation 

(1) Szépe, S., Levenspiel, Ο., Proc. European Symp. Chem. Reaction Eng., 
4th, Bruxelles, Sept. 1968. 

(2) Weekman, V. W., Jr., Ind. Eng. Chem., Process Design Develop. (1968) 
7, 90. 

(3) Szépe, S., Levenspiel, Ο., Chem. Eng. Sci. (1968) 23, 881. 
(4) Szépe, S., Ph.D. Thesis, Illinois Institute of Technology (1966). 
(5) Szépe, S., Proc. Ann. Meetg. AIChE, 62nd, Washington, D. C., Nov. 1969. 

Effect of Operating Variables on the Permanent Deactivation 
of Cracking Catalyst 

T. E. GWYN, Shell Oil Co., Houston Research Laboratory, P. O. Box 100, Deer 
Park, Tex. 77536 

A mathematical model for the loss of surface area of cracking 
catalysts in commercial units has been derived by considering the rate 
of coke laydown and the temperature rise from coke burning. This model 
is based on and is compatible with the extensive laboratory deactivation 
data. A generalized deactivation rate equation was developed to fit the 
laboratory data at various temperatures, steam partial pressures, and sur
face areas. This equation was used in connection with coke-burning 
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514 CHEMICAL REACTION ENGINEERING 

calculations to obtain effective deactivation rates and equilibrium surface 
areas in a commercial unit. In normal operations, the most significant 
parameters are the difference between coke on spent catalyst and coke 
on regenerated catalyst and a temperature rise coefficient. 

Observation of Deactivations in Commercial Cracking Units 

Deactivation tests in commercial units indicated that individual unit 
conditions were much more important than the particular catalyst used. 
The surface areas, at 30 days in various units, of test catalysts (synthetic 
and clay extended) were nearly equal to the steady-state surface area 
of respective inventory catalyst. 

Procedure for Model Development 

It was apparent from deactivation rate data that the temperatures 
of the reactors and regenerators are not high enough in themselves to 
cause the degree of deactivation of cracking catalysts observed. A com
bination of high coke on catalyst and high oxygen concentration during 
coke burnoff appears necessary to attain individual particle temperatures 
at which deactivation becomes significant. Therefore, a general rate equa
tion for the loss of surface area was developed from laboratory data. The 
particle temperature during regeneration used in this equation is ex
pressed as a function of the coke added during a pass through the 
reactor (the incremental coke). Since the incremental coke on any 
catalyst particle depends on its residence time in the reactor, an expres
sion for a weighted average regeneration temperature is calculated by 
integration over the residence time distribution. This expression is in
serted into the deactivation rate equation, which is then integrated over 
the distribution of total residence times of catalysts in the unit to obtain 
the average surface area of the inventory. 

Generalized Deactivation Rate Equation 

Except for persistence effects from initial moisture content and for 
some minor effects of catalyst pore volumes, the deactivation rates can 
be expressed in terms of temperature, surface area, and steam partial 
pressure by 

- ^ = FhPM{T-T^ (1) at 

where S = surface area in m2/grams 

t = total catalyst residence time in the unit in hours 
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GWYN Deactivation of Catalyst 515 

Τ = temperature of deactivation, °F 

Pv = steam partial pressure in atmospheres 

For a high alumina catalyst, designated G , and T 0 in °F 

a = - 0.00720 + 0.3879 · S~m (2) 

To = 1681.17 - 2.043 · S (3) 

Fb is the fraction of time that a particle is at the elevated tempera
ture. The elevated temperature that a particle encounters upon mixing 
spent catalyst with air—e.g., in the transfer line—is a function of coke 
make and may be represented approximately as: 

Τ = 6AC + Tm (4) 

where Tm is the effective catalyst-air mix temperature. 
Mil ler et al. ( I ) demonstrated that coke burning within a catalyst 

particle is oxygen diffusion limited. The coefficient was based on their 
numerical scrutions at the level of particle temperature rise of interest; 
b = 100°F/%C at 0.2 atm partial pressure of O l» and for a coke com
position of 8% hydrogen (basis carbon). 

The coke laydown on a catalyst particle is expressed as (2): 

A C = KCS (jY* (5) 

where Kc = 
2 A C a 

r = the mean residence time in the reactor 

θ = the individual particle residence time in the reactor 

A C a v g = the average coke laydown in the reactor 

Sinv = the average inventory surface area 

χ = 3.1416 

The integration over the residence time distribution in the reactor 
gave the following effective deactivation rate for catalysts of surface 
area, S: 

- ^ = FbPv^bKcaSel V 2 J J <6) 

at 

dS „ o + Cf) 2 ] ( 7) 
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0 10 20 SO 40 50 00 70 
TIME IN UNIT, DAYS 

Figure 1. Comparison of catalyst deactivation by coke burning (normal) 
model with deactivation in catalytic cracking units 

where Kd = FbPr
2 

γ = bKe 

Thus, there are three constants, Kd, γ, and TW i, which are functions of 
operating conditions. 

The comparison of decline of given batches of catalysts in different 
inventories is given in Figure 1. The drop in surface area from about 
500 mVgram of the fresh catalyst to about 120 m 2/gram in the first day 
is predicted well by the model. Long term deactivations were also gen
erally consistent with experimental data. 

Equilibrium Surface Area 

To obtain the steady-state surface area, the age in the unit of the 
individual catalyst portion, φ, was introduced. The surface area of a 
catalyst portion at a given age is obtained by: 

* - * -/;(-i),<* <8> 
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GWYN Deactivation of Catalyst 517 

The equilibrium (steady-state) surface area of the inventory is obtained 
by integration over the catalyst age distribution. 

S e q = Γ S<t>\e-VRd* (9) 
JQ R 

where R = average catalyst age in the unit, and a well-mixed vessel resi
dence time distribution is assumed. 

The equilibrium surface areas for various unit parameters and R = 
1000 hours are shown in Figure 2. 

50 

800 900 1000 1100 1ZUU 1300 

T m , EQUIVALENT MIX TEMPERATURE, F 

Figure 2. Catalyst deactivation caused by high temperature rise 
during regeneration burning 
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518 CHEMICAL REACTION ENGINEERING 

Evaluation of Parameters 

The parameters for a specific catalytic cracking unit were evaluated 
by assuming: 

(1) A particle burning time of 10 msec per pass (I ) 
(2) Partial pressure of steam equal to 0.8 of stripper pressure 
(3) A C a v g = l % 
(4) Entrained hydrocarbon and prior carbon (on regenerated cata

lyst) add to the particle temperature and are included as Tm — T c a t /airmix 
+ b(Cr + C e ) , where Cr is carbon-on-regenerated catalyst and Ce is un-
stripped hydrocarbon (as % C ) 
For this cracking unit: 

Kd = 5.3 X 10- 5 

bKc = 2.50 

Tm = 1045°F 

From Figure 2, S e q = 105 m 2/gram (compared with 110 m 2/gram in 
inventory). Thus, the model closely approaches the C C U conditions 
during normal deactivation. 

Significance of Parameters 

Of the three parameters, the term b X Kc has the predominant effect 
on equilibrium surface area. The term b increases with oxygen partial 
pressure. The value of Kc reflects the coking tendencies at a given surface 
area. The parameter Tm reflects the effective mix temperature of the 
catalyst in the oxygen-rich area of regeneration. Countercurrent flow 
results in a high mix temperature but permits removal of entrained hy
drocarbon before the main regeneration burning region is reached. The 
parameter Kd represents the frequency of regeneration and the steam 
partial pressure. The effect of the parameter is small and the assumption 
of persistence of stripper steam effects does not greatly change the results. 
Evaluating existing or proposed fluid catalytic cracking units in terms 
of these parameters should suggest means of minimizing deactivation of 
catalysts. 

(1) Miller, R. S., Bondi, A. S., Schlaffer, W. G., Ind. Eng. Chem., Process 
Develop. (1962) 1 (3), 196-203. 

(2) Blanding, F. H., Ind. Eng. Chem. (1953) 45, 1186. 
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Industrial Process Kinetics and 
Parameter Estimation 

H A N N S H O F M A N N 

University of Erlangen, Nuremberg, West Germany 

A review is given on principal objectives, some experimental 
techniques and up to date knowledge in planning of experi
ments for model screening and parameter estimation in 
chemical reaction kinetics. These lead to a general strategy 
for analyzing industrial process kinetics. Selected examples 
show the trend in kinetic description of homogeneous and 
heterogeneous industrial reactions. 

*"phis review focuses on (1) general statements on industrial process 
kinetics and parameter estimation, ( 2 ) some experimental techniques 

in chemical kinetics, (3) up-to-date knowledge in planning experiments 
for model discrimination and parameter estimation, and (4) a few se
lected papers concerning kinetics of important industrial processes. For 
a complete review of recent publications on industrial reaction kinetics 
reference is made to the excellent regular annual reviews on chemical 
reaction engineering (1, 2, 3). The kinetics of transport phenomena, 
which sometimes are important in industrial processes, are not discussed 
here. 

General Statements 

Kinetic studies provide the designer with reliable rate data to predict 
reactor performance and to select optimum operating conditions. In the 
chemical industry—big single train plants, short depreciation times, and 
worldwide competition—there is no doubt about the importance of this 
subject. No wonder many national and international symposia on chemi
cal reaction engineering have special sessions on kinetics for industrial 
processes and techniques for parameter estimation (4, 5, 6,7, 8,9). 

In the early days of chemical reaction engineering, investigations 
of process kinetics were often limited in usefulness because idealized 
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520 CHEMICAL REACTION ENGINEERING 

operating conditions were chosen to find the "true" reaction mechanism 
or because the influence of impurities, catalyst deactivation, undesired 
side reactions, etc. were neglected in describing the process. 

W i t h a better understanding of chemical reaction modeling the 
situation changed, and an increasing number of papers now deal with 
the kinetics and parameter values of commercial processes. Nevertheless, 
some reserve remains in industrial companies, claiming process kinetics 
as the real knowhow; there are more publications concerning process 
kinetics from universities than from industry; therefore, even today, it is 
sometimes hard to judge the usefulness of published results, especially 
since some are contradictory. At the least more industrial feedback is 
needed. 

Developing the kinetic model of a chemical reaction requires the 
solution to the following problems. Starting with experimental results 
from differential or integral laboratory reactors, pilot plants, or even 
commercial reactors the chemical reaction engineer must ( Figure 1 ) : 

(a) F ind a function / for the dependence of a value y (here the 
reaction velocity or the degree of conversion as the time integral of the 
reaction velocity) from the vector χ of the independent variables such as 
mole fractions of the reactants, temperature, pressure, catalyst concen
tration etc. 

(b) Estimate the vector κ of the parameters such as rate constants, 
absorption constants, or equilibrium constants, in the chosen function, 
to describe the experimental findings quantitatively. 

(c) Test the significance of the postulated variables, sometimes in 
connection with the first two steps, to find the minimum number of 
variables necessary to describe the process accurately. 
These steps can be done simultaneously or sequentially as indicated in 
Figure 1. 

A l l these steps are well known from classical chemical kinetics. 
Standard textbooks recommend that one find a linear representation of 
the data (Figure 2) to derive the parameter values from the intercept 
and the slope of the least-squares line fitting the data. Today, however, 
applied statistics and nonlinear regression give us methods for designing 
and analyzing sequential experiments to gain maximum information 
from all three steps from a given number of experiments or vice-versa 
to obtain the desired information with minimum expense. Moreover, 
since all experimental results are affected by errors, we are able to draw 
detailed conclusions about the uncertainty of the results. 

Since deficiencies in the design of experiments never can be com
pensated by an elaborate analysis of the results (whereas even a simple 
analysis of well planned experiments give significant results), the advan
tage of statistically designed experiments can no longer be overlooked. 
Activities in this special field are facilitated by computer techniques. 
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8. H O F M A N N Industrial Process Kinetics 521 

© differential reactor |experimental design j integral reactor 

Γ = Π Χ , Μ * differentiation U = Jrdt = g(xOJk,t) 
J anal, or num. | 

® model discrimination I — - . model discrimination 
(f?) Ianaiys,sl (g9, 

ι v y ι 
parameter estimation Jest of s,gn,f,cance ^ parameter estimation Ik?) ' I X - ? 1 ^ (k?) 
(linear or nonlinear) (nonlinear) 

.1 . ι 
r = f(x,k) integration • ΰ»9(χ 0,6,0 

anal.or num. 

simultaneous φ * φ 

sequential φ , * φ 

Figure 1. Experimental and mathematical steps in process kinetics and 
parameter estimation 

k- ρ Δ 

r = k n c n r = — Ë£ - k · c n (n^l) 

1 • K p A dT n 

log r = log k* n- loge pA/r = 1/k • (K/k)pA - - l q = 

log c pA t 

Figure 2. Types of linear plots in chemical kinetics 
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522 CHEMICAL REACTION ENGINEERING 

W i t h growing experience in data logging and digital control, kinetic 
modeling and parameter estimation w i l l be possible in the not too distant 
future through on-line experimentation aided by process computers. 

A t this stage of development the question arises as to the adequacy 
in generating, analyzing, and applying kinetic data for design purposes. 
Since digital computers yield accurate numerical calculations for analysis 
and design, the limiting step in the above-mentioned chain seems to be 
the data generation by experiments. There are two possibilities for im
proving this step: 

(1) More precise measuring techniques to minimize experimental 
error (this point w i l l not be stressed here). 

(2) Guided experimentation to obtain the most precise information 
from the experiments. 
Experimental Generation of Kinetic Data 

In principle, industrial process kinetics can be studied on laboratory, 
pilot, or commercial scale. O n the laboratory scale experimental condi
tions can be chosen to separate mass transfer and chemical phenomena as 
wel l as to guarantee isothermal conditions—e.g., in a differential reactor. 
A t the same time dose problems and difficulties in the analytical deter
mination of the reactants may arise because of the small quantities of 
products or by-product. Additionally, the advantages of a differential 
reactor may be overcompensated by the small degree of conversion, which 
renders model screening more difficult because of the unavoidable experi
mental error. Most of these disadvantages can be eliminated by an inte
gral reactor, provided that isothermal conditions can be fulfilled (10). 
Without too much expense for equipment, this seems to be possible only 
for reactions with an enthalpy of less than 20 kcal/mole. 

Considering this situation, generation of kinetic data in an adiabatic 
integral laboratory reactor seems to be progressing. Not much has been 
published about this type of reactor, but the results so far are encouraging 
(11, 12), at least for reactions not too kinetically complex or too 
exothermic. 

O n the pilot or commercial scale we find the reverse situation because 
analytical difficulties normally do not arise. Unfortunately, there it is more 
or less impossible to separate mass transfer and chemical phenomena, and 
heterogenous models must be used with all their complications. Again, 
adiabatic operating conditions are favored. Data analysis is facilitated 
because of the linked energy and material balances and because of the 
absence of radial temperature and concentration gradients. However, the 
flexibility of a commercial reactor needed to cover the region of interest 
is poor. Nevertheless, valuable information on process kinetics can be 
drawn from commercial scale reactors, and this possibility is not used 
enough. 
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8. H O F M A N N Industrial Process Kinetics 

true rate (unknown) 

523 

r*f(x,k) 

approximation by Taylor's expansion 

9x^9x2 

^x1"x1s^x2~x2s^ 

2 

s b0 * b1 V b2 x2 * b12 x1 x2 + b11 x12 * b22 x22 

Figure 3. Rate surface approximation by Taylors expansion 

Model Building and Selection 

To find the most suitable function / to describe the experimental 
results or more especially to correlate the reaction rate and the inde
pendent variables is the main problem in industrial process kinetics. The 
rate equation must be detailed enough to describe minor influences, but 
it should not be too complex to be useful in reactor design. Empirically 
developed models, despite their simplicity, are of limited value in extrapo
lation. Therefore, theoretically founded models are desirable. 

For industrial processes the deduction of a theoretically based rate 
expression from the true reaction mechanism, if possible at all , normally 
leads to a much too complex expression for reaction engineering purposes, 
even with simplifications like the Bodenstein theorem of quasi-stationar-
ity. Moreover, in the case of newly developed processes, the physico-
chemical fundamentals often are not developed enough to understand 
the true reaction mechanism. Therefore, simplified reaction schemes 
must be used, taking advantage of the principle of the rate-determining 
step (13) to develop a so-called mechanistic model of the reaction. 

In this situation, as a first step, response surface methods (14) can 
be used to explore the dependence of the reaction rate on the independent 
variables. This exploration yields: 

( a ) A n empirical rate equation in form of a power series sometimes 
useful for preliminary designs, 

(b) A n indication of possible mechanistic rate expressions. 
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524 CHEMICAL REACTION ENGINEERING 

Power function model: 

r= kw(exp - E / R T ) Xj-x^ 

Hyperbolic model: 

r . k l x 1 x 2 K X 3 X 4 ] 

(Ko+CKjjxPxjP)" 

Figure 4. Typical model equations in chem
ical kinetics 

The basic idea is to approximate the unknown rate expression, form
ing a hypersurface in the η-dimensional space of the independent vari
ables (Figure 3), by a Taylor expansion about a stationary point, using 
only terms with first- and second-order derivatives. To explore the shape 
of this hypersurface, the experimental data are fitted to this (empirical) 
model equation by linear regression, determining the ρ parameter values 
hi. To get maximum information from the data, the desired experiments 
in this stage should be planned—e.g., as factorial, regular simplex, or 
central composite design (15). Even if errors in the factor levels are 
unavoidable (16), these designs are optimal. More insight into the shape 
of the response surface and the importance of several variables is pro
vided by a transformation of the second degree polynomial into its 
canonical form, eliminating linear and mixed terms (14). Confidence 
intervals or tests of significance are helpful in selecting the desired mini
mum number of independent variables or variable combinations (17). 
However, one should avoid certain pitfalls in statistical analysis and 
explanation of data (18, 19). The most refined version of linear regres
sion is the stepwise multiple regression technique, guided by the value 
of the multiple correlation coefficient and executed automatically on a 
digital computer (20, 21). 

Having some idea about the significant variables, their combinations, 
and the shape of the response surface, mechanistic models can be estab
lished with a better background. Nevertheless, in nearly all cases more 
than one reaction model can fit the experimental data at the same confi
dence level; hence, the problem of model screening arises (12). 

Typical model equations, suitable for chemical reactions, are non
linear in the parameters and are of the power function or hyperbolic type 
(Figure 4) . The power function model normally is preferred for homo
geneous reactions and the hyperbolic model for heterogeneous surface 
reactions. There are some indications, however, that power function 
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8. H O F M A N N Industrial Process Kinetics 525 

models can also be used successfully with heterogeneous surface reactions 
(22, 23, 24). Alternatively, based on a "steady-state" hypothesis, the 
hyperbolic model has some justification in homogeneous reactions. 

Rival models can be screened with several discrimination criteria 
(Figure 5), developed from statistics and information theory (25, 26, 27). 
Starting from a given set of preliminary data—e.g., from the exploration 
of the response surface—a sequence of experiments can be planned ac
cording to these criteria at settings of the independent variables for which 
on can expect the response of rival models to show their maximum 
divergence and for which the response is relatively wel l known, taking 
account of the limits of error, at the same time not giving too much weight 
to suspect models. Most of these design points are located at the boundary 
of the operability region (30). 

Single response,two rival models 

Max M <*|-*,2>2 

62 + G2 62 + ff| 

Single response, m rival models 

\ j»1 jsj+1 v. J ι 

,?-62)2 1 ^ 1 
C2+ β:2 62 * 62 

Multiple response,m rival models 

D « - T Î ï L & > r V i i ^ 
-1 -1 A- A- • A- A- - 21 -in-jn -jn-in -r 

Figure 5. Criteria for model discrimination 

The maximization of these design criteria normally w i l l be done by 
some optimization technique, like search methods or other combined 
hill-climbing methods (28, 29). Of course, this can be done rationally 
only by a digital computer having a large memory, especially for multi-
response situations. 

It is surprising to see how powerful these screening criteria are. If 
the data are accurate enough, regardless of the preliminary data, two or 
three additional experiments designed with these criteria are usually 
sufficient to raise the normalized a posteriori probability for one of the 
rival models up to 1, whereas the others can be excluded as improbable 
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526 CHEMICAL REACTION ENGINEERING 

S i n g l e r e s p o n s e , t w o r i v a l m o d e l s 

D « TW ΤΓ2(π.ι [(In A , - i n A 2 * i Î L l ^ l ) { A l - A 2 } ] 

where A j ^ e x p I S ^ * 2 ) - ^ 

S i n g l e r e s p o n s e , m r i v a l m o d e l s 

D = K j ; . n - r ^ n , f ( l n A i - I n A ^ i ^ ) {Α,-AJ 
i=1 j=i*1 

Figure 6. Revised criteria for model discrimination 

(30). Moreover, screening becomes more effective wi th multiresponse 
data because of the higher information value of the response. However, 
i n analyzing multiresponse data one should always be assured by an 
eigen-value eigen-vector analysis that linear relationships among the 
responses are absent to avoid meaningless results (32). Recent publica
tions give some revision of the statistical background of the criteria 
(Figure 6) (33) and adaptation to special error distributions as wel l as 
to blocked designs (34). Despite the fact that the above-mentioned 
model screening criteria have been developed, in the last five years little 
has been published about their use for modeling industrial reactions. One 
reason could be the fact that at least medium sized digital computers are 
needed to design screening experiments, and routine programs for model 
screening are not generally available. 

Even for those who don't have a digital computer, new methods 
have been developed which are superior to the classical least-squares 
linear plot techniques. First, in these plots the data should be weighted 
suitably or transformed suitably to produce a constant error variance 
(35, 36). Secondly, to discriminate between two or more rival models 
(37), one can use diagnostic parameters, either inherently present in 
the model (38) (intrinsic parameters) or especially introduced (non-
intrinsic parameters). 

The basic idea with these nonintrinsic parameters is to define a 
simple linear function of the observed rates and its corresponding values 
calculated from the different model equations and to determine (for 
example by a linear least-squares analysis) whether the value of a dis-
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8. H O F M A N N Industrial Process Kinetics 527 

crimination parameter λ is significantly positive or negative and thus to 
judge between rival models (39). 

W i t h the intrinsic parameters, which are of a simpler functional form 
than the entire model equation, one can prepare linear plots also for high 
conversion data, similar to the well-known linearized initial rate plots 
for low degrees of conversion (40). A l l these together facilitate the 
selection of an adequate model. Analysis of variance and/or an inspec
tion of a plot of residuals gives a final check of model adequacy. Whereas 
the analysis of variance which yields the ratio of the lack-of-fit mean 
square to the pure error mean square is only an over-all test for the 
goodness of fit of a model, more subtle model inadequacies can be 
detected by analyzing the residuals. Plots of residuals vs. predicted 
values or independent variables, showing non-randomness of the data, 
give clear indications about the nature of model inadequacies (41). 

Moreover, in nonlinear model-building activities, parametric residu
als built with the above-mentioned intrinsic parameters can be used in 
a similar way as the multiple correlation coefficient in stepwise linear 
multiple regression for adaptive model building to find a model with a 
minimum number of parameters which represents the data adequately. 
Residual analysis of intrinsic parameters w i l l indicate how the model 
might be modified to yield a more satisfactory one (42). 

Planning Experiments for Precise Parameter Estimation 

Once model building and discrimination have been accomplished, the 
next stage is to obtain precise estimates of the parameters in this model. 
Again the general procedure is to generate an initial set of data, analyze 
these data by nonlinear regression techniques to determine the best esti
mates of the parameters of the selected model, then extremize some cri 
teria to design additional, simultaneously, or sequentially analyzed data 
until the desired accuracy is reached. This strategy, developed by Box 
and co-workers (43), also uses the computer extensively. There is a 
continuous exchange of information between the data source and the 
computer, indicating the advantage of on-line experimentation. 

The fundamental idea for precise parameter estimation is to find 
experimental settings which w i l l reduce as much as possible the size of 
a joint confidence region for all ρ parameters of the model. This hyper-
volume in the parameter space is preferable to individual confidence 
intervals because the latter provides no information about correlations 
among the parameters. 

For nonlinear models used in reaction kinetics, only approximate 
confidence regions can be obtained by first-order Taylor series expansion 
of the model equation in terms of the parameters. The minimization of 
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528 CHEMICAL REACTION ENGINEERING 

this joint confidence volume is essentially equivalent to the maximization 
of a determinant Δ, formed by the η Χ ρ derivative matrix and its trans
pose (Figure 7) , where η represents the number of experiments and ρ 
the number of parameters in the model. Actually this matrix is the 
moment matrix of residuals, assuming that the experimental errors are 
approximately normally distributed and the response relationship is ap
proximately linear near the initial least-squares estimates of the parame
ters. Since these derivatives are functions of the parameters itself, initial 
estimates of these parameters must be supplied, and the efficiency of the 
design depends on these estimates. 

Box and Lucas(1959), all parameters, single response 

Δ = M a x X T X χ - - resp. Max 
χ 

if n = p 

Draper and Hunter (1966), all parameters, multiple response 

Max 
χ i=i j=i " • 

Hunter, Hill and Henson (1969), subset of parameters,single response 

Max 
As = χ Y11 ' Y12Y22Y21 

-1 I Γ Τ 1 Y11 ! Y12 
where X T X = - -

[Y21 . Y22j 

Figure 7. Criteria for precise parameter estimation 

There are many modifications of the original Box-Lucas criterion 
(43)—e.g., for multiresponse situations (44), for the case where prior 
information is available (45), or for the case where more than ρ trials 
are planned (46). Expansions are made for the case where the variance 
matrix is not constant but a known function of the independent variables 
and for the case of replicated experimental designs (34), for cost optimal 
designs, and for continuous measurements. In particular the criterion for 
multiresponse data (45) provides an effective method to estimate even 
in very complicated cases (30). It demonstrates a parametric sensitivity 
which allows a precision of estimation not possible with other techniques. 

For parameter estimation in industrial processes the most useful 
modification seems to be the ability to design simultaneous or sequential 
experiments, focused on the precise estimation of a subset of the more 
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8. H O F M A N N Industrial Process Kinetics 529 

crucial parameters of a model (47) because the economics or the design 
of a process often depend principally on only one or two of the model 
parameters. For parameter estimation, as in model discrimination, the 
sequential technique is preferrable because every additional piece of 
information gained from step to step can be used to improve the design 
in the following step. Published results (30) show how the number of 
experiments can be reduced drastically with sequentially designed experi
ments. This point is most important for expensive experimentation and 
can reduce experimental costs greatly. 

The maximization of the determinant Δ w i l l be done again by some 
optimization method as in model screening, including eventually in
equality constraints which reflect physical constraints that the parameter 
values must satisfy. Since the efficiency of such an optimization depends 
on the starting value, the initial estimate of operating conditions is 
important. Sometimes a grid search in the total space of operability or 
at least in the most interesting region can provide helpful information, 
indicating the sensitivity of the design to changeable variations. 

A t several steps in model screening and parameter estimation non
linear least-squares estimates of the parameters are involved. Most of the 
algorithms for this estimation are based on a gradient method, like the 
Gauss, the Marquardt, or the Davidon-Fletcher-Powell method (49). 
Bard (50) has found in one study that the Gauss method is the most 
efficient. For all these methods standard routine programs are available 
(51, 52, 53), providing the user with much information about the pre
cision and correlation of the estimates. 

A final remark should be made about the assumptions implicit in the 
different criteria because this violation may lead to wrong conclusions 
(54). One of the most important assumptions is the constant error vari
ance whereas the common case is a constant percent error. In this case 
the logarithm of the data should be fitted to the model instead of the data. 

Complementary to this estimation of parameters in nonlinear alge
braic models is the estimation of states and parameters for nonlinear 
dynamic systems, taking into account the local or time dependence of the 
system—e.g., the conversion time function (49). There are a few ex
amples where this "filter" theory is used for chemical reactions, but none 
of them concerns industrially important processes. Nevertheless, these 
methods w i l l probably become more important in the future as a power
ful tool for parameter estimation in reacting systems. 

General Strategy for Industrial Process Kinetics 
and Parameter Estimation 

Taking together the above-mentioned methods, an ideal, powerful 
strategy for model screening and parameter estimation in industrial proc-
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530 CHEMICAL REACTION ENGINEERING 

esses can be developed, assuming the data can be generated free of 
transport processes or that their influence can be kept constant during 
any scale-up procedure: 

(a) Starting with factorial, simplex, or central composite designed 
experiments the response surface of the reaction rate is explored by 
linear regression of the data and transformation of the regression equation 
into its canonical form, using a single response for this first step. A t this 
stage significant variables can be selected. 

(b) The information thus obtained and any additional information 
about the type of reaction should be used to establish some mechanistic 
reaction schemes, leading to several possible model equations. A first, 
selection between these rival models is possible, using the classical linear 
plot technique, supplemented by diagnostic methods. The final decision 
should be made according to the results of a few additional experiments, 
designed with the above-mentioned discrimination criteria. 

(c) For the most suitable model equation the parameter values 
should be determined by nonlinear regression. The precision of the esti
mated parameters can be improved by sequentially designed additional 
experiments using the parameter precision criteria. If possible, multi-
response data should be used to accelerate the improvement. 

Model discrimination and parameter estimation can be joined in a 
single criterion to tackle both problems simultaneously (55). The new 
criterion consists of a weighted addition of the separate criteria, where 
the weights change as progress is made on the two objectives. Starting 
with a high weight for model discrimination this w i l l be lowered as the 
probability, associated with one of the models grows, in favor of the 
weight for the parameter estimation for this model. This combined cri
terion can be extended to the situation where the error variance is not 
constant and where it is expedient to design the experiments in blocks 
(34). 

This strategy seems to be safe and rational in cases where no pre
liminary information about the reacting system can be gained. It is linked 
strongly to the use of a digital computer and demands routine programs. 
It cannot, however, replace the ingenuity and experience of a wel l trained 
chemical reaction engineer, who has additional fundamental insight into 
reacting systems and is able to abbreviate some of the steps or to find 
alternative solutions (56) either in the sequence of experiments or in the 
use of mathematical techniques. The contributions of R. Tanner, Shean-
l in L i u , H . Zeininger and U . Onken as well as that of J. M . H . Fortuin 
(pp. 535-552) are examples. 

Selected Examples for Industrial Process Kinetics 

Only a few examples have been published for applying the above-
mentioned sequential procedure in reaction modeling and parameter 
estimation to industrial processes. Isomerization of n-pentane on a com-
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8. H O F M A N N Industrial Process Kinetics 531 

mercial P t - A l 2 0 3 reforming catalyst (30) seems to be one of the most 
complete examples for testing these procedures on real data. It was 
shown that a substantial savings in experimental expense is possible. 
However, care must be taken to start model screening with different 
combinations of preliminary runs. 

Apart from polymerization processes, one of the most complex theo
retical models published concerns the thermal cracking of hydrocarbon 
mixtures (57). It consists of six reaction types: initiation or chain gen
eration, hydrogen extraction, radical addition to unsaturated hydrocar
bons, decomposition or internal rearrangement of radicals, termination 
or radical recombination, and molecular reactions of dimerization or 
co-dimerization with unsaturated hydrocarbons. The total reaction 
scheme composed of more than 2000 over-all reactions considers the 
presence of 114 hydrocarbons in the main reactions and 12 radicals par
ticipating in the chain propagation and termination steps. With this 
model, the product distribution in light naphtha pyrolysis (58) can be 
predicted with an accuracy of about 1 wt % . The kinetic scheme of 
alkylation of isobutane with propylene by J. R. Langley and R. W . Pike 
(pp. 571-576) seems to have a similar degree of complexity. 

The fractional conversion in the steam cracking of naphtha can be 
calculated with satisfactory accuracy using a reaction model consisting 
of "only" 13 pseudo-first-order elementary reactions (59). Moreover, 
pseudo-first-order kinetics with respect to the fraction remaining uncon
verted seems adequate for hydrocracking gas and coal oils (60) as wel l 
as for desulfurization and dehydrogenation reactions. 

The general rule that the noncatalytic pyrolysis of low molcular 
weight hydrocarbons follows a pseudo-first-order kinetic law is confirmed 
by Κ. K. Robinson and E . Weger (pp. 557-561). In contradiction to this 
statement thermal cracking of high molecular weight paraffins demands 
other than first-order kinetics (61). 

Catalytic petrochemical processes like catalytic cracking, involving 
the formation of carbonium ions or oxidation of methanol on molybdenum 
catalysts (62) can only be described by more complex kinetic models. 
Fortunately, the type of the rate equation seems to be the same for all 
hydrocarbons in a homologous series as was shown for example for the 
competitive-noncompetitive model in catalytic hydrogénation of olefins 
(63). Only the values of the rate constants and adsorption constants 
change with a change in the number of C atoms in the molecule. Further
more, regardless of the underlying hypotheses—Langmuir-Hinshelwood 
or redox mechanism—in all these reactions a hyperbolic type of rate 
equation seems to be indicated. 

O n the other hand, for the well known water-gas shift reaction, it 
has not been possible to make a clear decision whether a rate law of the 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

08



532 CHEMICAL REACTION ENGINEERING 

potential type (23, 24), or a hyperbolic equation (64) is preferable. 
However, there are kinetic models which include the effects of sulfur 
content in the reaction mixture as well as the influence of pressure (65). 
Summarizing the numerous publications on petrochemical process kinet
ics, it seems that over-all kinetic models exist for a variety of processes 
so that the design engineer has only to fit the model parameters to his 
own data. Sometimes only a single factor like the specific surface 
[cmVgram] must be adapted to the catalyst in use (66). 

Ammonia synthesis (67), S 0 3 synthesis (68), and methanol synthe
sis ( 11 ) have been studied intensively to find an optimal rate equation. 
Despite the merits of theoretically founded models like the Tempkin-
Pyzhev equation for ammonia synthesis or the Eklund equation for S 0 2 

oxidation, hyperbolic model equations seem to be more flexible in fitting 
the data, as shown recently for S 0 2 oxidation (69) or for methanol 
synthesis (70). 

Even for the chlorination reactions in pyrite cinder purification a 
similar, but more complex type of hyperbolic model presented by A . 
Cappelli and A . Collina (pp. 562-564) seems to be very successful. Purely 
from the standpoint of model building, the hyperbolic type of rate equa
tion always has the advantage of possessing more parameters for 
adaptation. 

Conclusion 

A generally applicable strategy for kinetic modeling and parameter 
estimation exists, and only two fundamentally different types of rate 
equations are needed to describe the elementary steps of industrially im
portant reactions. Both strategies and models are open for refinement, 
but no need is seen for a fundamental change. A n exception seems to be 
the case of rapid flame reactions, like the one presented by H . A . Her-
bertz, H . Bockhorn, and F . Fetting (pp. 553^557). In this case our knowl
edge of kinetic models for design purposes is poor. One reason can be 
the complex radical reaction scheme of these reactions and the extremely 
high reaction velocity, offering many experimental difficulties in testing 
possible models. Also in ionic reactions we are just beginning to under
stand their kinetics, having now a generalized relaxation method (71) 
at hand as a powerful tool for this study. Fortunately, the need for better 
knowledge in kinetics of this type of reactions is not always too important 
since the reactor design in this case often depends to a greater degree on 
nonreaction parameters like heat transfer coefficients, etc. Nothing is 
said here about gas-solid, l iquid-sol id, or solid—solid reactions, but it 
seems that up to now there has not been enough understanding of the 
nature of these reactions to make a useful generalization. 
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Contributed Papers 

Determination of Kinetic Parameters in Ordinary and 
Partial Differential Equations 

SHEAN-LIN LIU, Mobil Research and Development Corp., Research Depart
ment, Central Research Division, P. O. Box 1025, Princeton, N. J. 08540 

A problem commonly occurring in chemistry and chemical engineer
ing is the determination of the parameters (reaction rate constants, 
effective diffusivity, etc.) of a kinetic model from experimental data. 
These parameters can be estimated by linear and nonlinear least-squares 
procedures (1-7). Frequently, however, some reaction paths are insen
sitive to the values of one or more parameters. When this occurs, the 
values for the insensitive parameters obtained by least squares may be 
consistent with the data but be quite different from the true values. 

The purpose of this paper is to investigate the effects of changes in 
the initial conditions of reaction systems upon the determination of pa
rameters. A modified Gauss-Newton nonlinear least-squares technique, 
which uses the equations of variation (2, 8) and can handle constraints 
on parameters, is described. Sometimes a single reaction path is appro
priate for determining parameters; some single reaction paths may be 
insensitive to one or more parameters. Usually one does not a priori 
know which particular reaction path would give a satisfactory set of 
parameters. We have observed that reliable parameters can be obtained 
by simultaneous fitting to several sets of experimental data which have 
been obtained under differing experimental conditions. Computations 
for simultaneous fitting to several sets of data are less sensitive to experi
mental errors than computations for fitting to single reaction path. Three 
examples, two with actual experimental data, are given for illustration. 
They are: (1) butene isomerization, (2) a hypothetical four-component 
system, and (3) zeolite A crystallization. 

The computation method can be applied to distributed parameter 
systems (involving partial differential equations). Using Begley and 
Smith's experimental data (14), the effective radial diffusivity and the 
over-all heat transfer coefficient for a fixed bed reactor are calculated. 

535 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

08



" Ό 0.5 I 1.5 2.0 2.5 3.0 
ΤΙ M F . t H O U R S 

Figure 1. Batch growth of zeolite A 

Examples 

Zeolite A Crystallization. Using Kerr's batch data, Liu (12) has 
developed the following mathematical model: 

dt L U ± 1 J L^3 + (ι - y)f w 

with 

ζ 

where s is the concentration of suspended amorphous solid particles on 
a weight basis, ζ is the concentration of zeolite A crystals, y is the weight 
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L i u Kinetic Parameters 

fraction of zeolite in the solid phase, [ O H ] is the concentration of alkali 
in the aqueous phase; ku k2, and fc3 are the three kinetic parameters to be 
determined. Using the present curve-fitting procedure, the following 
values of kinetic constants are obtained by fitting the reaction paths 
obtained by Kerr ( I I ) . 

* i = 2.36 

k2 = 2.25 h r - 1 (2) 

fc3 = 0.36 

Figure 1 shows the computed reaction paths using the above values 
of Iq, and Kerr's experimental data. The experimental conditions, [ N a O H ] , 
and temperature are also shown in Figure 1. The agreement between 
the nonlinear least-squares fit and the experimental results are quite good, 
which indicates that a reasonable mathematical model has been obtained. 

Distributed Parameter System. The present computation method 
can be applied to distributed parameter systems. Begley and Smith (14) 
considered the effective radial thermal conductivity in a fixed-bed reactor 
and measured the temperature distributions at various radial positions 
and depths. The mathematical model is: 

ΊΪ-ΚΙ\ΪΈ + (3A) 

χ = 0; yi = yu(r) 

r = 0 ; f = 0 (3b) 

r= l ; K , { y i - y w ) = - # i ( f r ) 

where y χ is the temperature, r is the radial variable, χ is the axial variable, 
K i is the effective radial thermal conductivity, and K2 is the over-all wal l 
heat-transfer coefficient. Using the actual experimental data obtained by 
Begley and Smith (14), the values of K i and K2 are estimated. 

Following our computation method, the equations of variation can 
be obtained by differentiating Equations 3a and 3b with respect to K i 
and K 2 . 

Let 
_ dyi _ dyi 

m " dKS V z " dK2 

(3c) 
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0.4 0.6 

RADIUS r / r 

Figure 2. Temperature distribution in fixed bed 

dx 

Then from Equations 3a and 3b, one obtains 

\r dr ^ dr2) 1 \r dr ^ dr2) 

On* = κ Λ Ha* . 
ax 1 \ r ar dr2) 

x = 0; y2 = 0, y3 = 0 

r = 0;-

r _ I ; 

ψ = 0>ψ = 0 
dr dr 

(4a) 

(4b) 

(4c) 
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L I U Kinetic Parameters 539 

Given initial estimates of Κχ and K2, iterative computations are per
formed according to the modified Gauss-Newton method. During each 
iteration, the values of yu y2, and j/3 are obtained by solving the parabolic 
partial differential Equations 3a through 4c by a stable explicit finite-
difference method developed by the author (13). The values of Κι and 
K2, which yield the minimum value of the sum of the squares of the 
differences between the observed and computed temperatures at various 
radial positions and depths, are obtained as follows: 

Κχ = 0.7143 

K2 = 12.32 

Figure 2 shows the computed temperature distributions and the 
experimental data. Note that very close experimental data cannot be 
expected because the effective radial thermal conductivity is a complicated 
function of reactor properties (15), but a constant value is assumed for 
Κχ in the mathematical model, Equation 3a. Parameters for other dis
tributed systems (—e.g., axial diffusion coefficients in tubular reactors) 
can be estimated by the present computation method. 

(1) Hartley, H. O., Technometrics (1961) 3, 269. 
(2) Howland, J. L., Vaillancourt, R. J., J. SIAM (1961) 9, 165. 
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(4) Lapidus, L., Peterson, T. I., AIChE J. (1965) 11, 891. 
(5) Marquardt, D. W., J. SIAM (1963) 11, 431. 
(6) Kittrell, J. R., Hunter, W. G., Watson, C. C., AIChE J. (1965) 11, 1051. 
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T h e Kinetics of the Oxethylation of Nonylphenol under 
Industrial Conditions 

H. ZEININGER and U. ONKEN, Farbwerke Hoechst AG, 6230 Frankfurt/ 
Main 80, Germany 

Ethylene oxide combines with organic hydroxyl compounds, its three-
membered ring being split in the process, according to Reaction 1. 

R — O H + C H 2 — C H 2 -> R — O — C H 2 — C H 2 — O H (1) 

Since the reaction product contains a hydroxyl group, further ethylene 
oxide molecules are added, whereby poly (ethylene glycol) ether deriva
tives are formed: 

R — O — C H 2 — C H 2 — O H + (η - 1) C H 2 — C H 2 -> 

R — ( O C H 2 — C H 2 ) n — O H (2) 

This polyaddition, usually designated as oxyethylation, is used to produce 
nonionogenic surface-active agents from alkylphenols or alcohols and 
ethylene oxide (12). W i t h these products the number η of added ethylene 
oxide molecules (degree of oxethylation) usually lies between 5 and 20. 
Alkaline compounds are used mostly as catalysts; the best are the alkali 
salts of the reactants, used in concentrations of a few parts per thousand. 
The reaction temperatures lie above 120°C. Products are mixtures of 
substituted polyglycol ethers containing various numbers of oxethylene 
units. The molecular weight distribution of these products is determined 
by the kinetics of the reaction. In connection with the theoretical investi
gation of a continuous process for polyoxethylation calculations of the 
molecular weight distributions were necessary. For this work (to be 
published in Chem.-Ing.-Techn.), a knowledge of the kinetics of the 
reaction was required. 

Several investigations (1-10) have been done on the kinetics of the 
oxethylation of phenol, substituted phenols, and alcohols; however, most 
of these studies are concerned with the simple addition of ethylene oxide 
to a phenol or alcohol. Moreover, most of these investigations were car
ried out under conditions which did not correspond to those of industrial 
oxethylation (low reaction temperatures, excess ethylene oxide, use of 
solvents). Only the experiments of Satkowski and H s u (6) were con
ducted under industrial conditions. However, these authors did not in-

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

08



ZEININGER A N D O N K E N Oxethylation of Nonylphenol 541 

vestigate the kinetics of the liquid-phase reaction but measured the rate 
of consumption of ethylene oxide. They concluded that during the poly-
addition of ethylene oxide onto alcohol the speed of reaction after the 
addition of the first ethylene oxide molecule to the alcohol is practically 
independent of the number of added ethylene oxide molecules. 

Experimental 

Since the results of the studies conducted so far d id not allow any 
certain conclusions as to the rate of reaction during the polycondensation 
of ethylene oxide onto alkylphenols under industrial conditions, we con
ducted our own kinetic investigations. Nonylphenol was chosen as the 
primary component. W e applied a static method, whereby a small amount 
of ethylene oxide was injected into catalyst-containing nonylphenol which 
had been prooxethylated to various degrees. The drop in ethylene oxide 
concentration as a function of time was observed. Samples were taken 
in which the ethylene oxide concentration was analyzed volumetrically 
by reaction with hydrochloric acid in pyridine according to Reaction 3. 

CH2—CH2 -\- HC1 —> CH2—CH2 

\ / I I 
Ο O H CI 

Measurements were carried out between 120° and 175°C; the de
gree of oxethylation was between 0.85 and 7.2. Sodium nonylphenolate 
was used as the catalyst. The initial concentrations of ethylene oxide 
were 0.12-0.18 mole/liter, and of the catalyst 0.1-1.0 mole % (related to 
nonylphenol), which corresponds to 0.03-0.017 mole/liter. 

Results 

To represent the reaction rate as a function of concentration, the 
concentration unit of mole/liter was used. Industrial oxethylation is a 
reaction in a concentrated solution of one of the reaction components 
(viz., the hydroxyl component) whose mole volume increases greatly 
during the reaction. For example, oxethylated nonylphenol with a degree 
of oxethylation of 5 has a molar volume of nearly twice that of the start
ing component, nonylphenol. These large differences in molar volumes 
must be accounted for when giving concentrations in mole/unit volume. 

The reaction rate showed a first-order dependence on both ethylene 
oxide and catalyst concentrations: 

(4) 
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C j J 

° 0,001-1 i . 1 ! 1 
0 20 40 60 

Time [min] • 
Figure 1. Decrease in ethylene oxide concentration with time 

where 

t = time in minutes 

k = rate constant [min - 1 , mole - 1 , liter] 

[EO][Kat] = concentration of ethylene oxide 
or catalyst [mole/liter] 

The first order with respect to ethylene oxide resulted directly from the 
linear dependence of the logarithm of concentration on time. In Figure 1 
this is shown for two experiments. The k values obtained from Equation 4 
for the measurements at various temperatures, degrees of oxethylation 
(n > 1), and catalyst concentrations could be fitted with sufficient accu
racy by the following Arrhenius equation: 

where 

k = C exp £ — [min - 1 , mole - 1 , liter] 

C = 10 1 0· 9 

A = activation energy = 19.0 Χ 103 cal/mole 

R = gas constant = 1.9865 cal/mole °K 

Τ = absolute temperature [°K] 

(5) 
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ZEININGER A N D O N K E N Oxethylation of Nonylphenol 543 

This is demonstrated in Figure 2. O n the one hand, this proves that the 
reaction is first order with respect to catalyst concentration. O n the other 
hand, it means that the reaction rate within the accuracy of measurement 
is independent of the degree of oxethylation of the hydroxyl component, 
except for the first stage of the ethylene oxide addition to form glycol 
ether (n = 1), which is more complicated (2, 3, 7, 8, 10). 

100\ 
180 WO 140 120 °C 

c 
è 
Ο 

\ 

5θΚ-

10 ^ 4 

Η 

22 23 24 25 2.6 27 2.8 
—*>1/Tx103 

Figure 2. Rate constant of oxethylation 

Comparison with Measurements on a Flow Apparatus 

A comparison with earlier measurements of the conversion during 
the oxethylation of nonylphenol in a pilot flow apparatus with a relatively 
wide residence time spectrum was of interest. The apparatus ( Figure 3 ) 
consisted of an unstirred tank (a) and a tubular heat exchanger (c) 
connected in series with (a) through which the reaction mixture flowed 
between the tubes. The reaction volume was divided about equally be
tween the tank (a) and the exchanger (c) . To keep backmixing in the 
vessel to a minimum, a bafHe plate (b) was placed at the inlet, which 
prevented the incoming jet of reaction mixture from impinging upon the 
liquid already present in the vessel. 

Measurements of the conversion of ethylene oxide at 156° and 
167.5°C and degrees of oxethylation of ca. 3 and 8.5, gave (assuming 
plug flow without backmixing) rate constants which were on an average 
less than 10% and at most 25% lower than the values obtained from 
kinetic measurements. This is experimental support for theoretical in-
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544 CHEMICAL REACTION ENGINEERING 

I Sample 

Figure 3. Flow system 

vestigations in the literature ( I I ) , according to which reactors even with 
a relatively wide residence time spectrum can be considered an ideal tube 
as a first approximation for reactions of first or pseudo-first-order. 

The latter case applies to the experiments in the flow apparatus since 
only the concentration of ethylene oxide changed when the reaction mix
ture passed through the apparatus, whereas the concentrations of the 
hydroxyl component and of the catalyst were practically constant. 

Conclusion 

The kinetics of polyoxethylation may be expressed by simple equa
tions. Therefore, the reaction is suitable for studying residence time be
havior of more complicated reactor systems, especially with the use of 
gas chromatographic analysis for the reaction products. 
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Kinetics of and Parameter Estimation for the Treatment 
Steps in the Waste Heat Boiler and the Absorption Tower 
of the Nitric Acid Process 

J. M. H. FORTUIN, Dutch State Mines, Central Laboratory, P. O. Box 18, 
Geleen, The Netherlands 

A treatment step of a chemical process relates to some treatment of 
a system in an installation. A process engineering model (PEM) of a 
treatment step consists of a set of equations and is the mathematical 
formulation of the representative physical and chemical changes of the 
system passing through the installation in the steady state—i.e., a con
tinuous process step expressed in formulae. The set of equations com
prise variables and parameters relating to the system, the installation, 
the environment, the treatment conditions, the inlet and outlet require
ments, and the constraints. 

In developing a PEM a process engineer uses the laws of conserva
tion, the theory of transport phenomena, thermodynamics, reaction ki
netics, and additional information. This information must be completed 
with reasonable assumptions—e.g., with respect to the flow regime. For 
a PEM each parameter must have a physical meaning, and the parameter 
values determined in large-scale equipment must have physically accept
able values. 
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546 CHEMICAL REACTION ENGINEERING 

The Nitric Acid "Process 

In the nitric acid process ammonia in air is oxidized on Pt-gauze at 
about 850°C. The resulting gas mixture is cooled, first to about 200°C 
i n a waste-heat boiler, and then to about 50 °C in a condenser-cooler. 
Finally, the nitrous gases are oxidized, absorbed, and cooled in one or 
more packed towers or tray columns. In each treatment step of the 
process physical and chemical changes take place. 

Waste Heat Boiler 

In the waste-heat boiler a gas mixture of about 850°C is cooled to 
about 200°C. The N O in this gas is oxidized partially to N 0 2 . In design
ing nitric acid plants to operate at higher pressures (e.g., > 5 atm), one 
has to bear in mind that the degree of oxidation of the gas in the outlet 
may be about 50% and higher. This means that a considerable amount 
of extra heat w i l l have to be removed over and above the quantity cor
responding to the sensible heat of the gas mixture alone. For a correct 
dimensioning of such a heat exchanger it is necessary to know both 
where and how much heat w i l l be released in the oxidation. The model 
for the waste-heat boiler is based upon a one-dimensional enthalpy bal
ance, component mole balances, and reaction kinetics, assuming that the 
oxidation of nitric oxide is the only reaction that occurs. The information 
about the gas flow, the apparatus, and the cooling water is supplemented 
with reasonable assumptions (e.g., piston flow). In the boiler and econo
mizer the heat transfer coefficient is treated as an adjustable parameter 
whose value is determined by fitting temperature data measured in an 
industrial waste-heat boiler. Generally, these adjusted values agree satis
factorily with those obtained by extrapolating the results measured in 
small scale experiments. These experiments were carried out at room 
temperature with a cross flow of air and water as a cooling medium i n 
small tube bundles of similar geometry. 

W i t h regard to the model we may state that the assumptions are 
physically reasonable, and the adjusted parameter has a physically ac
ceptable value ( in our case about 90 Wm^Kr1). Therefore, the require
ments made on a P E M are satisfied. Consequently, the model is con
sidered a suitable basis for the design of this type of waste-heat boilers 
and for optimizing this kind of design. 

Absorption Column 

The absorption of nitrous gases in a tray column for producing nitric 
acid comprises repeating absorption and oxidation steps. For either type 
of step a separate model can be developed. The model for the absorption 
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step relates to the gas-liquid dispersion on the tray, the model for the 
oxidation step to the gas phase above the dispersion. O n each tray the 
nitrous gases are absorbed by the liquid, with simultaneous formation of 
l iquid nitric acid and gaseous nitrogen monoxide. This reaction is called 
the heterogeneous nitric acid reaction. In the gas compartment over the 
tray, the nitrogen monoxide is oxidized subsequently to nitrogen dioxide. 
This is referred to as the oxidation reaction. Further, at lower tempera
tures ( < 100°C) N 0 2 can form N 2 0 4 according to the dimerization 
reaction. 

The heat of oxidation and acid formation is removed via cooling coils 
immersed in the gas-liquid dispersion on the trays. 

Assumptions. To construct the model we assumed that: 
(a) The nitric acid reaction is an equilibrium reaction. 
(b) Equil ibr ium is normally not reached, owing to transport limita

tions in the absorption step. 
(c) The oxidation reaction is relatively slow and, hence, does not go 

to completion in the oxidation step. 
(d) The equilibrium of the dimerization reaction is reached with 

infinite rapidity. 
(e) The column is isothermal. (In the complete model for calcu

lating an optimum design use has also been made of heat balance, pres
sure drop, transport equations, and tray hydrodynamics.) 

Absorption Step. W i t h regard to the absorption step it is assumed 
that the l iquid phase is perfectly mixed and that the oxidation reaction 
does not occur. The plate efficiency of the nitrous gas absorption is 
defined by 

where η = effective molar flow rate of nitrous gas ( η = n N O + η Ν θ 2 + 
2 η Ν 2 θ 4 ) . The subscripts refer to the feed of the absorption step (o) , the 
gas leaving the absorption step (a) , and to equilibrium (e). 

Oxidation Step. W i t h regard to the oxidation step we assume that 
the gas phase is perfectly mixed and that the oxidation reaction proceeds 
according to the Bodenstein equation: 

Consequences for the Absorption Step. For the nitrous gas escaping 
absorption, the effective molar flow rate equals: 

n0 — na 
η = 

n0 — ne 

rNo = — kip2
NOpo< 

This is calculated from the equation for n, £, and η and the stoichi-
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ometry of the reactions—i.e.: 

The degree of 

where the degree of oxidation, ξ is: 

CHEMICAL REACTION ENGINEERING 

dnxo = — (l/3)d(ttNo2 + 2nN 2o 4) 

oxidation equals: 

η Jη ο 

(ηΝ02 + 2ηΝ20ι)/η 
Consequences for the Oxidation Step. The effective molar flow rate 

is constant: 
nb = na 

The degree of oxidation is equal to: 

ξ6 = ξ6 h; τ; po2 

where b refers to the gas leaving the oxidation step, τ is the residence 
time, and p 0 2 is the partial pressure of oxygen. 

The Over-all Efficiency. E0 for ν plates can be obtained from: 

w (n0)j-i - (nb)j- y 
^ ο = τ \ (n e)y_i 

where / = plate number. 
Conclusions. The foregoing shows that the over-all efficiency can be 

determined if the and the η of each tray are known. £ c can be deter
mined from the chemical and physical equilibria, the pressure balance, 
and the stoichiometry of the nitric acid reaction. The plate efficiency η 
must be determined empirically as a function of tray geometry and process 
conditions. In calculating η one must also use equations describing the 
transport of nitrous components from the gas to the l iquid phase ( I ) . In 
doing so we used the transfer area per unit volume of dispersion as an 
adjustable parameter. By fitting pilot plant data, reasonable physical 
values are obtained ( in our case about 100 m" 1 ) . Consequently, the 
transport model can be considered an adequate tool for designing ab
sorption columns in nitric acid plants and for optimizing this kind of 
design—e.g., optimization of the tray spacing (2). 

(1) Kwanten, F. J. G., Wijnands, J. J. H., unpublished work. 
(2) Hoftyzer, P. J., Kwanten, F. J. G., "Gas Purification Processes of Gas Ab

sorption Towers," Part B, Butterworth, London. 
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Estimating Kinetic Rate Constants Using Orthogonal 
Polynomials and Picard's Iteration Method 

ROBERT D. TANNER, Merck Sharp & Dohme Research Laboratories, Rahway, 
N. J. 07065 

A new technique is proposed for estimating rate constants in systems 
of nonlinear differential equations. The method does not require inte
gration of differential equations or repetitive iterations. The computa
tions, moreover, are simple and require only modest amounts of computer 
capacity and time. 

The method is based on the well-developed mathematical tools of 
Picard iteration and least-squares orthogonal polynomials. Over small 
time domains, infinite Picard polynomials are uniformly convergent to the 
differential equations describing the kinetic model. Similarly, large de
gree least-squares, orthogonal polynomials, such as Legendre polynomials, 
converge uniformly to data which approach a continuum in a small time 
domain. Equating the coefficients of the Picard and the orthogonal poly
nomials gives, therefore, a sound method for mapping the differential 
equations with unknown parameters into a set of algebraic relationships 
containing these parameters. Since low degree orthogonal polynomials, 
widely spaced data points, and a finite number of significant figures in 
the data are used in practice, the algebraic equations must reflect a trans
mission loss from this mapping process. This loss is minimized, however, 
by an extrapolation scheme which predicts the orthogonal polynomial 
coefficients for a zero width time domain. 

The rate constants are extracted from the entire kinetic time profile 
in a piecewise fashion over successive time domains. Concentration data 
are not required for all of the variables, but to retain a meaningful amount 
of kinetic information, more data points for each of the remaining vari
ables must take up the slack. Another tradeoff occurs in determining the 
width of the fitting domain. From one standpoint, this domain must be 
narrow enough for the Picard and orthogonal polynomials to retain their 
attractive convergence properties. O n the other hand, the domain needs 
to be wide enough to separate the concentrations at the borders to avoid 
ill-conditioned or singular algebraic equations. 

No assumptions are made concerning the linearity of the rate con
stants. Therefore, it appears that this technique w i l l apply to differential 
equations describing many other physical models as well . Conceptually, 
at least, there appear to be no size or computational limitations in apply
ing the method to large systems of nonlinear differential equations other 
than the usual inadequacies in the data or the model. 
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550 CHEMICAL REACTION ENGINEERING 

A biochemical example is given to develop and explain the method. 
Simulated data provide the orientation required to choose reasonable 
domain widths as wel l as the degrees of the fitting polynomials. The 
usual stationary state assumption, often used in kinetics, need not be 
invoked. In addition, all of the rate constants are obtained, not just ratios 
of these parameters. 

W e choose for the enzyme-substrate model: 

fa fa 
E + S < = ± E S - > E + P 

fa 
where Ε = enzyme 

S = substrate 

ES = enzyme-substrate complex, and 

Ρ = product 

t = time 

The estimation process is illustrated for this model by the substrate con
centration function over the first time domain. This polynomial, for the 
second Picard iteration, is: 

(S)2 = S* - hS*E*t + faS*E*[faS* + faE* + fa] ^ 

- [fa 3(S*) 2(E*) 2] ll 

for 0 ^ t ^ Γ, equating the linear coefficients gives the following rela-
concentrations, and Τ is the fitting time domain. Since the orthogonal 
polynomial for the same conditions can be expressed as: 

S(0 = S* + at + bt2 + ct* + 

for 0 ^ t ^ Τ equating the linear coefficients gives the following rela
tionship: 

a(m, Τ) ^ - faS*E* 

where m is the degree of S(t). Extrapolating a to zero gives: 

o(m) = l im o(m, T) ^ - faS*E* 
T - > 0 

To test this scheme for estimating the best value for a and subsequently 
the k's and E * , we pick data simulated from the defining parameters, 
S* = 1, E * = 0.1, and h = k2 = h = 1. Fitting 11 of these data points, 
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spaced at one time unit intervals, with S(t) gives the typical family of 
curves for α (ra), as shown in Figure 1. This graph shows that from the 
set of extrapolated as at integer ms, a(4) = —.095 comes closest to the 
precise vale of a (i.e., a = —0.1). 

DATA POINTS EVENLY SPACED 1 TIME UNIT APART 
*="PRECISE"VALUE, [ - α = .I0] 
(S)= l + at + bt 2 + ct5+... 
ο < t< T, T=3,6,ll 
m=DEGREE OF (S) POLYNOMIAL 

•Am* I ("HAND SOLUTION) 
Lim(-a) = .095 
T - * o 
m=4 

15 20 25 
TIME DOMAIN SPAN, T -

30 35 40 45 

Figure 1. First (S) coefficient vs. fitted time domain span with the degree 
of the orthogonal least-squares polynomial as a parameter—first time do

main, 0 !ζ t < 11 

Continuing in this way, we fit both S and Ρ data segmentally over 
the entire time domain. In this way, we obtain a sufficient number of 
algebraic equations to estimate all of the unknown parameters. For this 
three-place data example, the following parameter estimates were ob
tained: 

h = 0.945 

h = 0.874 

kz = 1.06 

E * = E0 = 0.101 

Simulating the differential equations describing the model with these 
estimated parameters gives the curves shown in Figure 2. These func
tions give a faithful reproduction of the data, which indicates that the 
model is insensitive to parameter perturbations within a 10% range. 
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1.3 
(GIVEN) (PREDICTED) 

SIMULATION USING RATE CONSTANTS 
ESTIMATED FROM DATA: 

1.2 SIMULATED DATA 
SPECIFICATIONS: 

k| = k2 = k3=l 
(S)0

 s I 
(E) 0=.l,(ES) 0 = 0 

k, = .945 
k2* .874 
k3= 1.06 (P) 

0 10 20 30 40 50 60 70 80 90 

Figure 2. Computer simulation of the classical enzymatic reaction model 

Since only moderate computing efforts are required in this method, 
the accuracy of the results can be improved by other algorithms. If the 
parameters estimated using this technique are modified using an analog 
computer, the initial searching directions on the analog machine may be 
taken from the extrapolation scheme. Alternatively, gradient search 
schemes can complement this method since they work only when the 
starting vector of parameters is sufficiently close to a stationary point. 
When this separation distance from the solution is small, however, gra
dient methods converge rapidly and with great accuracy to the more 
precise parameter vector. This method, therefore, appears to be a general 
technique for initializing parameter estimation procedures which employ 
search routines. Pu
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Synthesis of Hydrogen Cyanide by Light Hydrocarbons 
and Ammonia in a Flame Reaction 

H.-A. HERBERTZ, H . B O C K H O R N , and F. F E T T I N G , Institut für Chemische 
Technologie der Technischen Hochschule, Darmstadt, Germany 

Analogous to several processes which use a flame reaction to perform 
endothermic conversions at high temperatures (—e.g., the production of 
acetylene and/or ethylene) the reaction of ammonia with propane under 
oxygen addition was studied in a specially constructed burner. Different 
burner arrangements were used to study the influence of mixing the feed 
components, of temperature, of the C / N ratio, and of the residence time 
on the H C N yield under turbulent flow conditions. Guibet and van Tig-
gelen ( 1 ) obtained a yield of 50-60% ( C N H 3 converted to H C N ) in small 
laminar premixed flat flames, which are unsuitable for large scale 
equipment. 

The burner was a cylindrical tube, at the bottom of which was a 
plate with 19 holes; around these were annuli. In this apparatus dif
fusion flames could be burned from the burner plate. Downstream 
10 cm from this burner plate 12 holes in the wal l of the burner tube 
allowed 12 jets to be introduced transversely into the flow from the 
bottom. On the top of the burner quartz tubes were installed to provide 
space for the reaction to develop. Samples of the product were sucked 
into a water-cooled probe (inner cross section 1 m m 2 ) , quenched, and 
analyzed (for details see Ref. 2) . 

Using this device for a two-stage process stoichiometric hydrogen/ 
oxygen diffusion flames were established at the bottom of the burner 
plate. Jets of a stoichiometric mixture of ammonia and propane were 
introduced transversely into the stream of the flue gases of these diffusion 
flames (at temperatures up to 2000°C) . C o l d ammonia and propane 
mixes in extremely fast (3,4). 

In this case the yield was limited to 20% and was nearly inde
pendent of residence time and depended only weakly on temperature. 
By increasing the C / N ratio from 1 to 8, the yield could be increased 
t o 3 5 % (Tab le I ) . 

C H radicals are involved in H C N production (5,6). It was thought 
that not enough C H and CL> radicals were present under these conditions 
which correspond to pyrolysis at high temperature. Other investigations 
show that these radicals are present in rich hydrocarbon/oxygen flames 
(7,8). Consequently, when oxygen was added to the propane/ammonia 
mixture, the yield of H C N increased. Interestingly the highest yield 
(75% ) was obtained if no oxygen was introduced at the bottom. This 
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554 CHEMICAL REACTION ENGINEERING 

Table I. Influence of C / N Ratio on H C N Yield 

C 3 H 8 + N H 3 

premixed 

I I 

H , H 2 

0 2 

Total throughput, (Nm 3/hr) 

Ratio of volumetric flow rate vertically/ 
radially 

C / N ratio 
Conversion of N H 3 % 
Yield of H C N (based on N ) , % 
Yield of carbon-containing products 

(based on C ) , % 
H C N 
C O 
C 0 2 

C H 4 

C2H2 

15 

3 5 7 7 

1 1 1 7 
45 70 88 57 
18 22 15 35 

17 23 14 8 
16 45 68 15 
20 10 12 42 
22 15 3 12 
23 17 4 30 

means that propane/ammonia/oxygen jet flames burned perpendicularly 
in a stream of cold hydrogen. This may be considered a one-stage process. 

If there were no flow of cold hydrogen the yield decreased by 20%. 
Instead of hydrogen, cold carbon monoxide could be used for the gas 
flow from the bottom with almost the same result. In studying the influ
ence of C / O ratio on the yield of H C N a slight maximum around C / O .— 
0.79 was found. A n increase in the C / N ratio is followed by an increase 
in yield (Table I I ) . 

Similar results could be obtained when cold ammonia was used for 
the cold stream from the bottom and no ammonia was added to the jet 
flames in the upper part of burner. Rich premixed propane/oxygen 
flames burned in an atmosphere of cold ammonia giving yields of up to 
75%. The highest yields could be reached with a high C / O ratio and a 
high C / N ratio. In Table III the yield of hydrogen cyanide, the con
version of N H 3 , and the yield of carbon-containing products for jet flames 
burning in a cross-flow of ammonia are compared with those for jet 
flames burning in a concurrent flow of ammonia and for premixed 
propane/oxygen/ammonia flames. To synthesize hydrogen cyanide i n 
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HERBERTZ E T A L . Synthesis of Hydrogen Cyanide 555 

jet flames burning in a concurrent flow of ammonia and in premixed 
flames only the lower part of the burner was used. The premixed 
propane/oxygen/ammonia flames burned at the nozzles of the burner 
plate or premixed propane/oxygen flames burned at the nozzles in a 
concurrent flow of ammonia from the annuli. Table III shows that the 
yield of hydrogen cyanide for jet flames burning perpendicularly in a 
stream of cold ammonia is about 10% higher compared with premixed 
propane/ammonia/oxygen flames using the same C / N and C / O ratio. 

While some of the results are easily understood, some are not. One 
key to such understanding is the behavior of sooting flames. Soot can be 
observed in rich propane/oxygen flames if a critical C / O ratio of .— 0.47 
is exceeded. In all experiments the C / O ratio was between 0.7 and 0.9; 
nevertheless, no soot was observed if ammonia was present. If ammonia 
were omitted, soot appeared. This suppression of soot formation by 
ammonia is independent of the type of hydrocarbon used (9). In flames 
with aliphatic hydrocarbons soot is formed by the polymerization of C H 
radicals and other fragments like C 2 and C 3 radicals and lower poly-

Table II. Influence of C / O Ratio on H C N Yield 

I I 
N H 3 + C 3 H 8 + 0 2 

premixed 

H 2 

Total throughput, (Nm/hr) ~ 8 

Ratio of volumetric flow rate ~ 0.5 

vertically/radially 
C / N ratio 5 5 5 3 4 5 
C/O ratio 0.72 0.75 0.8 0.75 0.75 0.75 
Conversion of N H 3 , % 88 85 80 81 83 85 
Yield of H C N (based on N ) , % 69 74 75 65 70 74 
Yield of carbon-containing 

products (based on C) , % 
H C N 15 18 18 20 19 18 
C O 68 65 61 53 62 65 
C 0 2 10 5 5 15 10 5 
C H 4 3 5 6 5 5 5 
C2H2 8 10 11 5 8 10 
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556 CHEMICAL REACTION ENGINEERING 

Table III. Results using Cross Flow and Concurrent Flow of Ammonia 

L U L L I I* 

C 3 H 8 + N H S + 0 2 

premixed 

N H 3 N H 3 

C 3IÎ8 + 0 2 

premixed 

C 3 H 8 + 0 2 ' 
premixed 

N H 3 

Total throughput, (Nm 3/hr) 4 4 4 
C / N ratio 4.6 4.7 5 
C/O ratio 0.82 0.82 0.8 
Ratio of volumetric flow rate vertically/radially — — 0.3 
Conversion of N H 3 , % 92 91 87 
Yield of H C N (based on N ) , % 65 71 73 
Yield of carbon-containing products (based on C ) , % 

H C N 13 15 15 
C O 62 60 69 
C 0 2 18 16 5 
C H 4 2 2 3 
C2H2 5 7 9 

acetylenes (10). It seems reasonable to assume that soot formation can 
be blocked if N H 3 or fragments of N H 3 react with the lower radical-type 
first steps of polyacetylenes or presoot particles and form H C N . Con
centration profiles of rich hydrocarbon/oxygen flames at lower pressure 
showed (10) that hydrocarbon radicals which are essential for H C N 
formation have their highest concentrations in regions where oxygen is 
no longer present. Thus, ammonia should be added to this part of the 
flamefront. This took place in the arrangement where propane/oxygen 
flames burned perpendicularly in a stream of cold ammonia, and in this 
case the H C N yield is higher than in premixed propane/oxygen/ammonia 
flames where ammonia must be transported through the hot oxidation 
zone to the spot where H C N is formed. For the case where premixed 
propane/oxygen flames burn in concurrent flow of ammonia the H C N 
yield is slightly lower than for premixed propane/oxygen flames burning 
perpendicularly in a flow of ammonia because the intermixing of ammonia 
into the jet flames is not as fast and ammonia is mixed with hot recircu
lating flame gases before it is sucked up by the jet flames (for detailed 
discussion see Ref. 11 ). 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

08



ROBINSON A N D WEGER High Temperature Copyrolysis 557 

(1) Guibet, J. G., van Tiggelen, Α., Rev. Inst. Franc. Petrole Ann. Combust. 
Liquides (1963) 18, 1284. 

(2) Herbertz, H.-A., Ph.D. Thesis, TH Darmstadt, 1969. 
(3) Patrick, Μ. Α., Trans. Inst. Chem. Engr. (1967) 45, T16. 
(4) El-Zein, R., M.S. Thesis, Darmstadt, 1968. 
(5) Janin, J., Mathais, M., Rev. Inst. Franc. Petrole Ann. Combust. Liquides 

(1964) 19, 523. 
(6) Janin, J., Mathais, M., Comm. Colloq. Spectrosc. Intern. IX, Lyon, 1961, 

S. 274. 
(7) Bleekrode, R., Nieuwpoort, W. C., J. Chem. Phys. (1965) 43, 3680. 
(8) Jessen, D. F., Gaydon, A. G., Symp. (Intern.) Combust., 12th, Poitiers 

(Frankreich) 1968, S. 481. 
(9) Bockhorn, H., M.S. Thesis, Darmstadt, 1969. 

(10) Homann, Κ. H., Wagner, H. Gg., Ber. Bunsenges. Phys. Chem. (1965) 
69, 200. 

(11) "Combustion Science and Technology," to be published. 

Reaction Kinetics of H i g h Temperature Copyrolysis 

KEN K. ROBINSON and ERIC WEGER, Monsanto Co., 800 N. Lindbergh 
Blvd., St. Louis, Mo. 63166 

Hydrocarbons, when subjected to conventional pyrolysis conditions, 
yield primarily lower molecular weight compounds. Scott ( J ) found, 
however, that by using extremely high temperatures and short residence 
times, one could also form significant amounts of higher molecular weight 
compounds. These particular reaction conditions promote high concen
trations of free radicals which subsequently lead to increases in the rate 
of radical combination. The highest yields of radical combination prod
ucts are achieved by copyrolyzing a methyl free radical generator, such 
as propane, with olefins which decompose to relatively stable radicals. 

Free radicals are very reactive (reaction rate constant is known to 
be quite large) but are normally present in extremely low concentrations. 
This causes the rate of radical combination to be small under conventional 
pyrolysis conditions. However, Scott ( I , 2) found in his recent pyrolysis 
studies that significant amounts of radical combination products were 
formed. For example the copyrolysis of ethylene-acetone, propylene-
propane, and toluene-propane mixtures produced propylene, 1-butene, 
and ethylbenzene, respectively with the methyl radical playing an impor
tant role in these thermal reforming systems. The specific reaction condi
tions (characterized by temperatures around 1000°C and reaction times 
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558 CHEMICAL REACTION ENGINEERING 

of the order of milliseconds) are believed to promote the reaction by 
causing high concentrations of free radicals. The authors believe that the 
radical formation zone must be coupled with a rapid cooling zone to 
attain a favorable equilibrium yield of the higher molecular weight 
compounds. 

In this investigation, propylene-propane mixtures were pyrolyzed at 
temperatures around 1100°C for 1 msec in an annular quartz flow reactor 
to promote the formation of 1-butene. This is believed to occur by a 
process in which the methyl radical from propane combines with the al lyl 
radical from propylene. 

Experimental 

The reactor consisted of a quartz annulus which was jacketed by a 
glowing carbon jacket (inductively heated by a high frequency genera
tor) and a quench leg where the hot gases leaving the annular pyrolysis 
zone were cooled with nitrogen or methane. The temperature in the 
pyrolysis zone was measured with a movable platinum-platinum-10% 
rhodium thermocouple situated inside an axial thermowell. Corrections 
to the thermocouple readings were made for induction and radiation 
effects. The temperature at the quenching junction was measured with 
a stainless steel sheathed chromel-alumel thermocouple. 

The reactor was jacketed by two larger concentric tubes, 6^ inches 
long, which had cooling water circulating through the annulus between 
them. The innner tube was constructed from quartz and was 2^ inches 
in diameter, while the outer tube was borosilicate glass and 3^ inches in 
diameter. Stainless steel plates fitted with silicone rubber gaskets held 
the concentric tubes in place. A 3j-inch diameter induction coil was 
constructed from £-inch copper tubing and heated the carbon jacket with 
power supplied by a Lepel model T25-3, 25-kilowatt generator with a 
frequency range between 180 and 450 kc. 

The reaction kinetics were determined by a technique developed by 
Towell and Mart in (3) in which the reactor is operated differentially 
with the nonisothermal temperature profile held constant. Power law 
rate expressions were substituted into a differential rate equation and 
integrated (subject to differential reactor operation) to yield the follow
ing mass balance equation: 

FA <ZA = x A V [aA(*/R)n+m£' ^ i t ^ ^ W (D 

B y holding temperature constant from one set of experiments to the next, 
the terms in the brackets remain constant, and the equation can be 
expressed as: 

FAOZA = KxA
nxB

m (2) 
This equation is transformed easily to a linear form by taking the 
logarithm. 
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ROBINSON A N D WEGER High Temperature Copyrolysis 559 

The reaction orders for the propane, propylene, and 1-butene rate 
equations were determined by plotting conversion or formation rate as a 
function of the average mole fraction on logarithmic coordinates and 
then calculating the slope. 

Results and Discussion 

Propane and propylene were pyrolyzed separately to establish gen
eral trends in the product distribution. No 1-butene was formed when 
propane was pyrolyzed alone and only very small amounts when pro
pylene was pyrolyzed separately. For the latter case, the 1-butene yield 
(moles 1-butene formed per mole propylene fed) was less than 0.5% 
for 10% propylene conversion. However, when propane and propylene 
were copyrolyzed, 1-butene formation was increased significantly. 

Of course, in addition to 1-butene, substantial quantities of methane, 
ethylene, and hydrogen were formed. 1-Butene was formed selectively 
at low propylene conversions and then decreased exponentially with 
increasing conversion. For example, propylene selectivity went from 
55% at 3 % propylene conversion to around 14% at 30% conversion. 
The highest 1-butene yield achieved was 5 moles of 1-butene formed per 
100 moles of propylene fed at 45% propylene conversion. 

The decomposition kinetics of propylene and propane were deter
mined to be first order over a large range of propylene and propane con
centrations. The decomposition kinetics were studied under copyrolysis 
reaction conditions in which both hydrocarbons were fed simultaneously 
to the reactor. The first-order dependence of propylene breaks down at 
low propane concentrations where propane appears to promote propylene 
decomposition. When propylene is pyrolyzed separately, the propylene 
molecule must generate its own chain carrier species before it w i l l de
compose at an appreciable rate. O n the other hand, when propane is 
added to the pyrolysis reaction system, one has an additional source of 
free radiais which accelerate propylene decomposition by interaction in 
a typical chain propagation step. Table I illustrates that the addition of 
small amounts of propane leads to much higher propylene conversions. 

Table I. Propane Promotion of Propylene Decomposition 

Run Maximum Temperature, Feed Composition, CSHQ Conversion, 
°C %C3H6 %C3HS % 

1 1109 29.5 0.0 1.6 
2 1109 29.0 0.5 9.7 
3 1147 32.4 0.0 10.4 
4 1147 28.7 28.7 23.2 
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560 CHEMICAL REACTION ENGINEERING 

The rate of 1-butene formation is a function of the hydrocarbon con
centration in the pyrolysis zone of the reactor (which determines the 
steady-state concentration of free radicals) and the quench-to-feed ratio 
(which affects both the temperature and concentration of free radicals 
present in the quench zone). To take into account the dilution effect, 
the 1-butene formation rate was correlated as a function of hydrocarbon 
concentration in the quench zone. 

The rate of 1-butene formation was found to be directly proportional 
to propylene concentration in the quench zone and independent of pro
pane over a reasonably wide range of reaction conditions. The molar 
formation rate of 1-butene was plotted as a function of propylene mole 
fraction in the quench zone for three sets of data and was correlated by 
three straight lines having a slope of approximately 1. Therefore, the 
kinetic rate equation for 1-butene may be expressed as: 

= k [C 3H e] (3) 

Since propane improves the selectivity of propylene to 1-butene, one 
would expect some dependence of 1-butene rate on propane. However, if 
the allyl radical is destroyed primarily by combining with the methyl 
radical to form 1-butene, its combination rate w i l l be equal to the rate 
at which propylene decomposes to generate allyl radicals. For extremely 
low propane concentrations, 1-butene formation w i l l exhibit a weak 
dependence on propane. This is expected, naturally, since propane serves 
as a methyl free radical source. A set of experiments was conducted in 
which propylene was copyrolyzed with very small amounts of propane, 
and the results are summarized in Table II. 

Table II. 1-Butene Formation at Low Propane Concentrations 

Base Kinetic Conditions at 1109°C 

5 6 7 8 

29.2 27.4 26.8 23.3 
0.0 0.7 1.2 2.5 
0.3 0.4 0.7 0.8 

Run No. 

Mole % in feed 
Propylene 
Propane 
Butene-yield, % 

It appears that propane plays a dual role in propylene-propane 
copyrolysis. In addition to its promotional effect on propylene decompo
sition, it also influences 1-butene rate when present i n low concentrations. 
A rate equation for 1-butene formation applicable over a wide range of 
reaction conditions ( i.e., inclusive of both low and intermediate propane 
concentrations ) would no doubt be much more complicated than Equa-
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ROBINSON A N D WEGER High Temperature Copyrolysis 561 

tion 3. It is, in fact, possible that the power law form of the rate equation 
would not adequately represent the reaction kinetics. Determination of 
kinetics in a nonisothermal reactor, however, imposes the restriction that 
a power law rate equation be used since it is transformed easily to a 
linear form by taking the logarithm. Hence, it was felt that the develop
ment of a more definitive rate equation was beyond the scope of the 
study. A simplified 12-step reaction mechanism has been proposed, which 
is consistent with the decomposition kinetics and explains the particular 
form for the 1-butene rate expression. Briefly it consists of the following 
steps: 

(1) Initiation. Propane decomposing to a methyl and ethyl radical 
and propylene decomposing to the allyl radical and hydrogen. 

(2) Propagation. Transfer type reactions of propane and propylene 
with the methyl radical and atomic hydrogen. A l l y l and propyl radicals 
decomposing respectively to aliène, ethylene, and propylene plus the 
associated free radicals. E thyl radical abstracting hydrogen from 
propane. 

(3) Termination. Disproportionation of methyl and propyl radical 
to methane and propylene. Combination of methyl and allyl radical to 
form 1-butene. 

Based on this reaction mechanism the free radical concentrations 
were calculated (numerically on a digital computer) as a function of 
time for an isothermal reactor ( 1 1 0 0 ° C ) . After 10"5 sec the free radicals 
had reached a steady state concentration indicating that the reaction 
system is a long chain process. Further details may be found in Robin-
sons latest pyrolysis studies. (4,5). 

(1) Scott, E. J. Y., "Free Radical Combination Reactions Involving the Methyl 
Radical at 1000° to 1200°C," Ind. Eng. Chem. (1967) 6, 67. 

(2) Scott, E. J. Y., "Reaction of Alkanes with Toluene at 800° to 1200°C," Ind. 
Eng. Chem. (1967) 6, 72. 

(3) Towell, G. O., Martin, J. J., "Kinetic Data from Non-isothermal Experi
ments: Thermal Decomposition of Ethane, Ethylene, and Acetylene," 
AIChE J. (1961) 7, 693. 

(4) Robinson, Κ. K., "Thermal Reforming by Means of Propylene-Propane 
Co-Pyrolysis," Ph.D. Thesis, Washington University, St. Louis, 1970. 

(5) Robinson, Κ. K., Weger, E., Ind. Eng. Chem., Fundamentals (1971) 10, 
205. 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

08



562 CHEMICAL REACTION ENGINEERING 

Kinetic Models of the Chlorination Reactions for Pyrite 
Cinder Purification 

A. CAPPELLI, A. COLLINA, G. SIRONI,1 and B. VIVIANI,1 Montecatini 
Edison, Direzione Centrale delle Ricerche, Milano, Italy 

During the development of an industrial process for pyrite cinder 
purification, a mathematical model was prepared for designing and simu
lating a fluid bed reactor in which nonferrous metals are eliminated as 
volatile chlorides. Pyrite cinder purification takes place in a fluid bed 
reactor to which magnetic cinders are fed at a suitable degree of reduc
tion, together with a gaseous mixture of air and chlorine. 

The most important of the many chemical reactions occurring are 
reoxidation of the cinders, desulfuration, dearsenification, and chlorina
tion and volatilization of nonferrous metals. The reactions which, from 
the viewpoint of plant design and operation, appear to be most critical 
are the chlorination reactions of nonferrous metals and, in particular, of 
the metals present in the largest quantities in the cinders fed in—i.e., 
copper, zinc, and lead. The work necessary for developing the model is 
outlined in the following three stages. 

(1) Study of the kinetics relative to chlorination reactions of non-
ferrous metals by systematic experimentation in a fixed bed laboratory-
scale reactor. The following volatilization reactions have been considered: 

The kinetics were studied under the following operating conditions: 
reaction temperature 850°-950°C; concentration of chlorine in air 0.1-
5 % ; time 1-30 minutes. Experimentation has been performed so as to 
operate in differential conditions as regards the chlorine; in this way it 
has been possible to process the experimental data independently for each 
of the three reactions. The kinetic equations proposed are of the type: 

The values of the parameters n, Kl9 K 2 , K3, and Ε were estimated using 
nonlinear regression method (1,2). 

1 Montecatini Edison, Direzione Centrale delle Ricerche, Istituto, Donegani, 
Novara, Italy. 

Cu + y2 c i 2 -> Cuci 

Zn + Cl 2 -> Z n C l i 

Pb + C l i -> PbCl 2 

ν Me = 
η 

1 + KzYcn 
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CAPPELLi E T A L . Pyrite Cinder Purification 563 

(2) Building of a mathematical model of a fluid bed reactor and 
determination of unknown parameters utilizing experimental data ob
tained on the prepilot scale in a fluid bed reactor (100 mm diameter). 
To characterize the behavior of the fluid bed reactor a two-phase type 
model has been chosen, to be exact (3, 4): (a) a dense phase, which 
contains all the solid of the fluid bed and where the chemical reactions 
take place and (b) a lean phase, consisting exclusively of gas. A gas 
interchange by cross-flow takes place between the phases (4). 

The following hypotheses were made for the dense phase. Gas flow 
rate fed directly to the dense phase is negligible compared with the total 
gas flow rate fed into the reactor. This flow rate, which is generally con
sidered equal to that corresponding to the minimum fluidizing velocity, 
is in fact, less than 10% of the total flow rate normally utilized. F low of 
the solid through the phase is completely segregated. Each particle re
tains its identity from the reactor inlet to outlet and follows the residence 
time distribution characteristic of the fluid bed. It is assumed that the 
gas, which comes in contact with the particles of solid within the dense 
phase, is characterized by an average chlorine content equal for all 
particles. Carryover of fines has been neglected assuming that all the 
cinders fed in are discharged from the lower portion of the reactor. 

The following hypotheses were made for the lean phase. Its behavior 
is described by a dispersed plug flow model, taking into account the 
cross-flow rate. The variation of the total flow rate between the reactor 
inlet and outlet has been neglected. The segregation of gas within the 
lean phase is assumed to be ni l . Finally, the bed is considered isothermal. 

The average C u , Zn, and Pb content in the purified cinders is calcu
lated, keeping in mind the residence time distribution of the solid deter
mined experimentally. The three parameters of the model (Péclet num
ber of the lean phase and two parameters relative to the cross flow ) were 
evaluated using experimental data obtained on the prepilot scale, with a 
nonlinear regression method (I , 2) . The model was developed using a 
Univac 1108, and the computer time required was about 8 hours. 

( 3 ) Check of the mathematical model by experimentation in a pilot 
scale fluid bed reactor and determination of the scale factors (reactor 
diameter 1000 mm). To perform a first check, some a priori considera
tions were made on the behavior of the pilot reactor which permits pre
liminary estimates of the model parameters. From the viewpoint of the 
residence time distribution of the solids, it has been assumed that the 
behavior of the pilot reactor is similar to that of an ideally mixed tank 
reactor. As for the Péclet number relative to the lean phase, a value 
characteristic of good mixing has been taken. W i t h regard to the values 
of the parameters relative to the cross flow, the same values obtained for 
the prepilot reactor have been utilized. 
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Table I. Experimental and Calculated Data for Pilot Plant 
Fluid Bed Chlorination 

Test Xcu Xcu Xzn Xzn Xpb Xpb 
No. % exper. % calc. % exper. % calc. % exper. % calc. 
Ρ 1 0.040 0.047 0.080 0.070 0.015 0.022 
Ρ 2 0.037 0.038 0.062 0.032 0.010 0.015 
P3 0.043 0.057 0.157 0.107 0.015 0.028 
P4 0.040 0.044 0.070 0.059 0.010 0.019 

Table I compares the experimental data and the calculated results. 
On considering the hypotheses made, the agreement is very satisfactory. 
It could be improved once the residence time distribution of the solid in 
the pilot reactor has been measured and on the basis of more numerous 
experimental data. For this purpose a series of systematic tests is now 
being performed on the pilot plant, in operation at Scarlino-Follonica 
(for Russian pyrite cinders and Rio-Tinto type Spanish pyrite cinders) 
which will permit us to draw final conclusions for sizing the industrial 
plant reactor. This research work is being carried out in cooperation with 
Dorr-Oliver Inc. (U.S.A.). The systematic use of the model is expected 
to contribute to the correct solution of some essential scaling-up problems 
in the design and operation of industrial reactors for pyrite cinder 
purification. 

(1) Ferraris, G. Buzzi, Ing. Chim. It. (1968) 14, 171. 
(2) Ibid., p. 180. 
(3) Kunii, D., Levenspiel, O., "Fluidization Engineering," Wiley, New York, 

1969. 
(4) May, W. G., Chem. Eng. Progr. (1959) 55, 49. 

Surface-Catalyzed Reactions in Turbulent Pipe Flows 

S. S. RANDHAVA, Union Carbide Corp., Tarrytown Technical Center, Tarry
town, Ν. Y. 10591 

D. T. WASAN, Illinois Institute of Technology, Chicago, Ill. 60616 

Flow reactor systems lend themselves to the study of rates of rapid 
surface reactions. Operation in turbulent flows is often desirable to avoid 
masking the true surface kinetics by diffusional effects since the increased 
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RANDHAVA Surface-Catalyzed Reactions 565 

supply of reactant from the bulk stream to the solid surface makes it 
difficult for the catalytic surface to deplete the labile species significantly 
(1-4). 

This study analyzes numerically an arbitrary order heterogeneous 
reaction which occurs on the surface of a turbulent flow tubular reactor. 
The treatment is directed primarily toward obtaining solutions for the 
axial wal l concentrations and the radial concentration distributions for 
pertinent cases. The transverse velocities generated by molecular dif
fusion toward the catalytic wal l have also been incorporated. 

The case used is the following. Consider a fluid in fully developed 
turbulent flow entering a section with unchanging velocity and concen
tration profiles. The section is a catalytic tube of arbitrary length; it is 
assumed that the intrinsic chemical kinetics at the surface are wel l 
described by a power function of the local reactant concentration. Within 
the turbulent flow field reactant transport occurs both by convection and 
a combination of molecular and eddy diffusion. 

At steady state, time-averaging the species conservation equation 
results i n : 

dx dr r dr |_ dr 1 

In the present case where the labile species diffuse through an inert 
gas, the transfer mechanism can be approximated as that of diffusion 
through a gas which exhibits no net transfer in the direction of the labile 
species transfer—i.e., the flux of the inert species Β can be assumed to 
be zero. Strictly speaking, the net flux of the inert component Β is zero 
only at the wall and the center line. In this analysis we assume that the 
condition NB — 0 is true at every radial position in the pipe. 

From this condition, using Ficks' law, the relationship between the 
crossflow diffusion velocity and the concentration gradient is: 

fi φ + Ε) dWA ( . 

It is assumed that this crossflow diffusion velocity does not affect the 
momentum profiles. 

Since the diffusion coefficient D can be considered constant and the 
eddy diffusion Ε is a function of the radial position in the pipe, Equations 
1 and 2 can be combined to give: 

uôWn (D + E(r)) TdW+Ύ = 1 9 Γ φ E { r ) ) BWA { ) 

dx ^ 1 - WA I dr ] r dr |_ y ^ K " dr J w 
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566 C H E M I C A L REACT ION ENGINEERING 

Equation 3 is a nonlinear, second-order equation subject to the fol
lowing boundary conditions: 

(1) The inlet composition of the labile species is uniform. 
WA(0, r) = W A Q (4) 

(2) The concentration profile is symmetric around the radial axis. 

dWA 

dr 
(x, 0) = 0 (5) 

( 3 ) Since the crossflow velocity vanishes along the catalytic wal l 
and the eddy diffusivity is negligible in this region, the use of F i c k s law 
of molecular diffusion yields the following balance for an n-th order 
reaction: 

9tD 
dWA kwgtn 

(6) 
dr ikf(n-l) 

To specify the problem completely it is necessary to determine the 
variation of the time-averaged velocity and eddy diffusivity as a function 
of the radial position. For the present analysis, the eddy diffusivity and 
velocity distribution functions recently developed and used by Wasan 
et al. (5,6) are used. 

1.0 

0.1 

Ai 

0.01 

0.001 

KT|0~ 
w 

KjlOO" 

KjlOOO 

— ^ 
10,000 

η=1.0 
Re =25,000 
Sc«I.O 

0.01 01 IJO 

Figure 1. Effect of dimensionless rate constants on axial wall 
concentration distributions 
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RANDHAVA Surface-Catalyzed Reactions 567 

100 

10 

n* 1.0 
Re «25 ,000 
Sc«I.O 

x^ 
^QOI 
.-.0.05 
^0.10 
^ 1 0 
^10.0 

10 100 1000 10,000 

Kw 

Figure 2. Change in ψ as a function of K w for various values of the aspect ratio 

Equation 3 and the boundary conditions were non-dimensionalized, 
and an implicit finite difference technique was used to solve these 
equations. 

Our present results apply to a constant density system (reactant is 
present indilute amounts) with zero pressure gradient reactors of finite 
length. Concentrations and local Stanton numbers were computed over 
a range of reaction orders, dimensionless rate constants, and Reynolds 
and Schmidt numbers. Since most phenomena of surface-catalyzed reac
tions occur within a short distance, particular attention was devoted to 
determining the extent of changes in the entrance region. Comparison 
with the existing solution of Wissler and Schecter (2) for a first-order 
reaction has shown the validity of the technique. 

Changes in the wall and radial concentrations as a function of the 
dimensionless rate constants and reaction orders were shown. The effect 
including the diffusional radial velocity contribution is substantial, espe
cially for higher values of the rate constant (see Figure 1). 

Increasing Reynolds numbers caused an increase in the wall concen
trations, W A w , the effect becoming more pronounced downstream. In
creasing Schmidt numbers drastically decreased the W A proportionally. 

Stanton numbers were computed using the standard definition. They 
decrease rapidly with an increase in Kw and eventually converge toward 
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568 CHEMICAL REACTION ENGINEERING 

values predicted by assuming pure diffusion-controlled phenomena (see 
Figure 2). A substantial effect of downstream aspect ratios has also been 
noted. There is a noticeable effect caused by changes in reaction orders, 
but in this case the effect of the downstream aspect ratios is negligible. 

Nomenclature 

D molecular diffusivity 
Ε eddy diffusivity 
kw heterogeneous rate constant 
Kw dimensionless heterogeneous rate constant, 

kwR gt
n-1 

D Mn~l 

M molecular weight of diffusing species A 
Ν Β mass flux of species Β 
η heterogeneous reaction order 
r radial coordinate 
R pipe radius 
U axial velocity 
ν radial velocity 
WA mass fraction of species A 
WA υ mass fraction of species A at catalytic wall 
WAo inlet mass fraction of species A 
χ axial coordinate 
Pt total density of mixture 
Re Reynolds number 
Sc Schmidt number 
φ Stanton number for mass transfer with reaction/Stanton number 

for pure mass transfer 
(1) Satterfield, C. N., Resnick, H., Wentworth, R. L., Chem. Eng. Progr. 

(1954) 50, 460. 
(2) Wissler, E. H., Schecter, R. S., Chem. Eng. Sci. (1962) 17, 937. 
(3) Rosner, D. E., Chem. Eng. Sci. (1964) 19, 1. 
(4) Solbrig, C. W., Gidaspow, D., Intern. J. Heat Mass Trans. (1968) 11, 155. 
(5) Wasan, D. T., Tien, C. L., Wilke, C. R., A.I.Ch.E. J. (1963) 9, 567. 
(6) Wasan, D. T., Wilke, C .R., A.I.Ch.E. J. (1968) 14, 577. Pu
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HENNiNGSEN Isomerization of n-Pentane 5 6 9 

Isomerization of n-Pentane over a Commercial Pt on Al2O3 

Catalyst 

JORGEN HENNINGSEN, Technical University of Denmark, 2800 Lyngby, 
Denmark 

The kinetics of the n-pentane isomerization over a commercial Pt on 
Cl-activated Al2O3 catalyst has been studied under the following experi
mental conditions: temperature = 420°-480°C; hydrogen pressure = 
12-36 kp/cm 2 ; n-pentane pressure = 0.04-4 kp/cm 2 . The experiments 
were performed at low conversion, thus allowing direct initial rate calcu
lations. In al l experiments the concentration of pentenes in the reactor 
effluent was measured, and it was observed that equilibrium concentra
tion between n-pentane/n-pentenes and isopentane/isopentenes was 
established, thus supporting the theory that the olefin isomerization i n 
the generally accepted reaction sequence (1): 

Pt AI2O3 Pt 
n-pentane <=± n-pentene τ± isopentene <=± isopentane 

—H2 +H2 

is the rate-determining step. 
A total of 54 experiments were performed corresponding to a com

plete combination of three temperatures, three hydrogen pressures, and 
six pentane pressures. Fitt ing all data to a simple power-function model 
gave the following rate equation (for the forward reaction): 

r, = ΙΟ 9 · 9 4 X e-24600/ΛΓ χ P n C b o ^ χ p^-0.86 

with a residual standard error between observed and predicted rate 
values of 27%. 

Re-examining the data in groups corresponding to low, intermediate, 
and high surface coverages showed high pentane reaction order (0.9-1) 
and low activation energy at high temperature and low pentane pressure, 
and low pentane reaction order (ca. 0.5) and high activation energy at 
low temperature and high pentane pressures. Since these observations 
agree with what could be expected for the influence of adsorbed paraffin 
molecules on the alumina, the data were fitted to the corresponding rate 
equation by nonlinear regression 

= Κ X e-EI*T X ynCh X pjytY 
r / 1 + K a d S t 0 X e - ^ a d a / ^ χ pCb 

giving the following estimates (with 95% confidence limits) : 
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570 CHEMICAL REACTION ENGINEERING 

logioko 
Ε 

8.50 ± 1.04 
19.0 ± 3.4 kcal 

γ = - 0 . 85 ± 0.11 
K a d s , 0 = (0.037 ± 0.209) · 10"4 (kp/cm 2 ) " 1 

A f / a d s = -17 .8 ± 4.0 kcal 

and reducing the residual standard error to 20%. 
Plotting the differences between observed and predicted rates US. 

experiment number (time) showed an apparent increase i n catalyst 
activity throughout the investigation period (3 weeks). Including a term 
in the rate equation to account for this increase in activity reduced the 
residual standard error to 16%, leaving all the parameter estimates prac
tically unchanged but reducing the confidence limits by approximately 
20%, ( A f / a d s — -17 .9 ± 3.1 kcal) . 

The agreement between the theoretical considerations and the esti
mated parameters can be summarized as follows. 

(1) The over-all temperature dependence (or activation energy) is 
surprisingly low, remembering that an increased temperature w i l l increase 
both the pentene equilibrium concentration and the pentene isomerization 
rate constant. A supplementary determination of only the activation 
energy has indicated values of 50-60 kcal vs. 20-30 kcal found in this 
investigation. 

(2) The deviation of the hydrogen reaction order from —1 may be 
explained in at least three ways, all in agreement with the theoretical 
consideration outlined: 

(a) By assuming a certain degree of surface heterogeneity, 
which w i l l , in general, lower the reaction order in the numerator in 
Langmuirs rate expressions (cf., the Freundlich equation). 

(b) By assuming that the third (hydrogénation) step in the 
reaction sequence is partly rate-determining. The pentene concentrations 
in some of the low hydrogen pressure experiments make this explanation 
possible, although the analytic accuracy was not sufficient for a significant 
statement. 

(c) By a certain influence of the pore diffusion on the over-all 
\ - / ~ y — - Λ. 

reaction rate. Carrying out the reaction in the strongly diffusion-limited 
range w i l l cause the apparent hydrogen reaction order to drop to half 
the value obtained under nondiffusional-limited conditions, owing to 
reasons similar to those halving the activation energy. Effectiveness 
factor calculations based upon pore size distribution measurements 
showed, however, that effectiveness factors close to unity could be ex
pected in all experiments. Furthermore, the observed rates in the experi
ments with the highest apparent intrinsic rate constants were not lower 
than expected from the model determined on basis of all 54 experiments. 
Consequently, this explanation was rejected as reason for the deviation 
of the hydrogen reaction order from —1. 

(3) The determination of A / / a d s is typical for what one would expect 
for chemisorption of paraffins on A 1 2 0 3 . However, the pre-exponential 
factor in the adsorption term is not significantly different from zero. This 
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LANGLEY AND PIKE Alkyfotion of Isobutane 571 

is because this parameter is correlated to the other parameters. Attempts 
to lower this correlation by reparametrization of the model were not 
successful. 

In conclusion, we showed that the rate equation agreed with the 
assumption of a dual function mechanism, the pentene isomerization 
being rate determining, but that it was not possible to correlate the data 
only by means of the ( calculated equilibrium ) pentene partial pressures 
as suggested by other investigators (2, 3). The most obvious explana
tion appears to be an influence on the isomerization rate by adsorbed 
pentane molecules. 

(1) Sinfelt, J. H., Advan. Chem. Eng. (1964) 5, 37. 
(2) Sinfelt, J. H., Hurwitz, H., Rohrer, J. C., J. Phys. Chem. (1960) 64, 892. 
(3) Froment, G. F., Mezaki, Reiji, Chem. Eng. Sci. (1970) 25, 293-301. 

The Kinetics of Alkylation of Isobutane with Propylene 

J. RANDOLPH LANGLEY1 and RALPH W. PIKE, Reacting Fluids Labora
tory, Department of Chemical Engineering, Louisiana State University, Baton 
Rouge, La. 

Commercial catalytic alkylation of isobutane with C 3 to C 5 olefins is 
an important source of high octane motor fuel. Both sulfuric and hydro
fluoric acid are used as catalysts; however, the sulfuric acid process is the 
more widely used. Because liquid-liquid complex reactions are involved, 
theoretical knowledge of the process has lagged behind commercial 
development. 

The most significant theoretical contribution has been the Schmerling 
carbonium ion mechanism (J). Other researchers have sought to modify 
certain portion of this theory; however, it still remains the most compre
hensive description of the alkylation reactions available. In addition, 
many research contributions have been allied more closely to the effect of 
operating variables on the product quality. The work in this area has 
been so voluminous that several written surveys have been devoted to 
it (2, 3, 4). 

1 Present address: U. S. Army Engineer Reactors Group, Ft. Belvoir, Va. 
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572 CHEMICAL REACTION ENGINEERING 

Theory for the Kinetic Analysis 

Since the mechanism of Schmerling ( I ) is the most comprehensive 
one available, it was the basis for the mathematical model used in this 
study. This mechanism describes possibles routes of formation of C 3 

through C8> Cio, and C u saturated hydrocarbon species. The most plau
sible of these reactions was chosen for each species while considering 
modifications proposed by authors of later works such as Hofmann and 
Schriesheim (5), Kennedy (6), and others (2,7,8). Specifically, the re
actions to form the nonane fraction was a modification. Also, the route 
of decane formation was tailored to account for the yields of this species 
over the range of temperatures investigated. In addition, the question of 
dimethylhexane formation via allylic ions as proposed by Hofmann and 
Schriesheim (5) was a considered modification. However, as experi
mental information was lacking to discern between this theory and 
Schmerling's proposed self-alkylation of isobutane, only the latter was 
retained to account for all C 8 formation. The 17 reactions used are shown 
in Table I. 

Since the reactions are considered to occur in the acid (catalyst) 
phase, the model was derived considering all the reactants (carbonium 
ions and unsaturates) and products to be in solution in this phase. The 
concentrations of the various species were measurable in the hydrocarbon 
phase only, however. Thus, mass transfer relationships obtained from a 
physically similar but nonreacting system (JO) along with solubility data 
were used to estimate the acid-phase concentrations. The ionic and un
saturate concentrations within this phase were derived assuming propor
tional relationships among them and their parent species. 

Rate equations were written for the modified Schmerling mechanism. 
The steady-state assumption of zero production of reaction intermediates 
was applied, and a mathematical model was derived by solving the 
steady-state rate equations for the rate constants. This resulted in a total 
of 17 rate constants and 17 rate equations of the form: 

h f(rCj, rCk . . . ) 
l" g((Ck), (CO . . .) 

where fcf is the reaction rate constant, r,- is the rate of formation of species 
Cj per unit volume of catalyst, and Ck is the concentration of species Ck in 
moles per unit volume of catalyst. The species concentrations are those 
of the saturated products, reactants, olefinic intermediates, or ionic inter
mediates. The rate constant expressions are shown in Table II. 
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L A N G L E Y A N D PIKE Alkylation of Isobutane 573 

Table I. Results of the Least-Square Fits of the Rate Constants over the 
Range 81°-135°F and with a 95% H 2S0 4 Catalyst 

Reaction Rate 

Initiation 

C 3
2 - + H X ^ C 3+X-

C 3+X- + i C 4 ̂  C , + iC 4 +X-

Primary 

id+X- + C 3
2 - ^ iC7+X~ 

iC7+X~ + id * iC7 + iC4+X~ 

Self-Alkylation 

Rate Law 

M B 

M B 

M B 

M B 

Frequency Activation 
Factor" Energyb 

1.01 X 107 

2.07 X 10» 

1.99 X 10" 

4.20 X 10 1 0 

2.35 

0.0 

2.36 

0.0 

id+X- Λ i C 4
2 ~ + H X M 3.92 X 10 4 0.40 

t C 4 + X - + i C 4
2 - iCs+X- M B 5.63 X 10 1 9 4.10 

iCs+X- + i C 4 * iCs + iCi+X- M B 5.35 X 10 1 0 0.0 

Destructive Aklylation 

iC7+X~ ^ iC7*~ + H X M 7.49 X 106 1.08 

t 'C 7
2 - + t C 4 + X - ^° i C 5

2 " + C 6 + X - M B 3.64 X 10 2 1 5.73 

i C 5
2 - + H X ̂  iCs+X- M B 1.62 X 10» 3.69 

iCt+X- + i C 4
 k-X iCb + iCi+X- M B 3.29 X 10 l° 0.0 

Ce+X- + id * iC« + <C«+X- M B 4.04 X 10 1 0 0.0 

tCr+X- + C 3
2 - ^ Cio+X- M B 3.72 X 10 1 7 2.59 

Cio+X- + t C 4 * C M + i C 4 + X - M B 6.68 X 10 1 0 0.0 

i C s
2 - + i C 4 + X - C 9 + X - M B 4.26 X 10 1 9 2.65 

C 9 + X - + iC4 ^ C 9 + i C 4 + X - M B 6.02 X 10 1 0 0.0 

c 1 0 +x- ^ id?- + ic+x- M 4.45 X 10» 8.40 
a cm3/gm mole sec or sec.-1 

6 kcal/gram mole. 
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574 CHEMICAL REACTION ENGINEERING 

Experimental Results 

To obtain the necessary data isobutane was alkylated with propylene 
using a sulfuric acid catalyst. A continuous-flow, stirred-tank reactor, 
which was shown to be ideally mixed via tracer tests, was used. 

Measurements were made using a nominal 95% H 2 S 0 4 catalyst con
centration to test the model. In this series of experiments the range of 
other process variables was: temperature, 65° -135°F ; propylene feed 
concentration, 12.5-22.4 wt % ; and olefin space velocities, 0.104-0.184 
vol olefin/vol catalyst-hr. The percent acid in emulsion and the flat blade 
turbine speed were held constant at 60% and 1700 rpm respectively. 

Another set of measurements were made using a 90% H 2 S 0 4 catalyst 
to determine the qualitative effects of acid concentration. The only other 
varible to be perturbed here was temperature, varying from 65° to 105 °F . 
The percent acid in emulsion and turbine speed were the same as in the 
runs at the higher catalyst concentration. The olefin feed concentration 
was 12.5 wt % , and the olefin space velocity was 0.105 vol olefin/vol 
catalyst-hr. In all the experiments a hydrocarbon residence time of 52 
minutes was used, consistent with commercial practice. 

The reactor effluence was analyzed on a programmed temperature gas 
chromatograph with squalane-coated, capillary column and flame ioniza
tion detector. The results were the composition of the hydrocarbon species 
present in the weight percent and are shown in Table III. 

Table II. Rate Constant Expressions 

= r C 3 / ( C V - ) ( H X ) (1) 

h = W ( * C 7 + X - ) ( » C 0 (2-8) 

k9 i W ( t C « + X - ) (9) 

kio = r C 8 / ( i C 4
+ X - ) ( i C 4

2 - ) (10) 

fcn = [r«j r + r C l . + (Γ«5. + r c , + r c , )/2]/(;C 4 +X-)(C 3
2 -) (11) 

ku = r C e / ( i C 7 + X - ) (12) 

ku = rc e /( iC 7
2 - ) ( iC 4 +X- ) (13) 

ku = (r«j. + r c , - rc , )/2(ÎC 6
2 - ) (HX) (14) 

ku = (r«3, - r c , + r C 9 + 2rCl„)/2(iC7+X-)(C32-) (15) 

ku rc , /(iC5 2-)(iC 4+X-) (16) 

kn = (r«j. - r c , + r c , )/2(C 1 0 +X-) (17) 
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L A N G L E Y A N D PIKE Alkylation of Isobutane 575 

Table III. Weight Percent Product Distribution Based 
on Gas Chromatograph Analyses 

Catalyst 
Concentration j 
%H2SOt 95 95 90 90 95 95 90 95 95 

Temperature, 
°F 65 65 65 

81 81 105 105 120 135 

Olefin Space 
Velocity, 
hrr1 ' 0.104 0.118 0.101 0.104 0.185 0.131 0.105 0.117 0.104 

Run Number 2 

c 3 
1.69 

t C 4 67.75 
id 0.70 
23 D M B 0.72 
2 M P 0.52 
B M P 0.16 

Total C 6 1.00 

2 4 D M P 5.16 
23 D M P 12.13 
3 M C 6 0.30 

Total C 7 17.59 

224 T M P 1.47 
25 D M H 0.56 
223 T M P 0.48 
234 T M P 0.61 
233 T M P 0.59 
23 D M H 0.23 
24 D M H 0.18 
Other C 8 0.39 

Total C 8 4.51 

225 T M C 6 0.30 
224 T M C 6 Trace 
334 T M C 6 Trace 
235 T M C 6 0.04 
334 T M C 6 0.03 
Other C 9 1.10 

Total C 9 1.47 

2235 TMC« 0.04 
224 T M C 7 0.47 
225 T M C 7 0.24 
Other Ci» 4.54 

Total Cio 5.29 

1.59 
69.83 

0.97 
0.63 
0.42 
0.19 

5 

2.40 
79.10 
0.76 
0.46 
0.26 
0.12 

1.98 
74.85 
0.65 
0.48 
0.20 
0.09 

3.88 
49.85 

2.66 
1.61 
0.84 
0.37 

2.83 
67.66 

2.07 
1.01 
0.60 
0.27 

2.28 
72.22 

1.26 
0.75 
0.38 
0.16 

8 

2.87 
68.51 
2.20 
1.02 
0.65 
0.29 

3 

3.20 
76.41 

1.93 
0.69 
0.51 
0.23 

1.24 0.84 0.77 2.82 1.88 1.29 1.96 1.43 

5.24 
10.68 
0.37 

3.54 
7.19 
0.22 

4.68 
9.27 
0.21 

13.95 
13.22 
0.67 

8.57 
8.13 
0.64 

7.39 
8.48 
0.50 

8.20 
7.88 
0.87 

6.01 
5.16 
0.90 

16.29 10.95 14.16 27.84 17.34 16.37 16.95 12.07 

1.38 
0.54 
0.54 
0.57 
0.58 
0.23 
0.13 
0.31 

0.85 
0.34 
0.30 
0.37 
0.34 
0.15 
0.17 
0.16 

0.87 
0.42 
0.34 
0.43 
0.39 
0.21 
0.08 
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576 CHEMICAL REACTION ENGINEERING 

Results and Conclusions 

The mathematical model was valid in the range 81°-135°F using a 
95% H2S04 catalyst since the rate constants obeyed the Arrhenius theory. 
The resulting first-order rate constants ranged from 2 X 104 to 1 X 106 

sec"1; the second-order rate constants ranged from 2 X 105 to 1 X 108 

cc/gm mole-sec. 
Owing to the assumptions of constant mass transfer coefficient and 

constant isobutane concentration (9), the activation energies correspond
ing to the rate constants k2 through k8 were zero. This is shown with the 
results of the other activation energies and frequency factors in Table I. 

The predictions obtained from the model included: (1) yield (lb 
products/lb C3

2~ fed) increased with both temperature and olefin feed 
concentration increase; (2) the dimethylpentane product concentration 
remained constant with increase in temperature but increased with olefin 
feed concentration; (3) the octanes (chiefly trimethylpentanes) decreased 
with increase of both temperature and olefin feed concentration. In gen
eral, owing to the combined effects of reduced concentrations of octanes 
and increased yields of heavier products, lower temperatures, and olefin 
feed concentrations favored a more commercially desirable product. 

The results obtained at 65° F and 95% H2S04 indicated a significant 
departure from the predictions of the mathematical model. It is believed 
that this was caused by a change in reaction mechanism, and high rates 
of formation of C 9 and Ci 0 were found experimentally. There was an 
apparent change in selectivity of the catalyst when the concentration was 
lowered to 90% H2S04. This resulted in increased rates of formation of 
C 9 and C10 and decreased rates of formation of C 5, C 6, and C 8 from that 
predicted by the model. 

These results and predictions generally agree with those of Shlegeris 
and Albright (8). Areas of disagreement such as the yield of the heavy 
products and conversion can be explained by the differences in the de
gree of mixing used and the consistency of catalyst character with respect 
to H 2 0 content and type of diluent (9). 
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9 

Some Problems in the Analysis of Transient 
Behavior and Stability of Chemical Reactors 

RUTHERFORD ARIS 

Department of Chemical Engineering, University of Minnesota, 
Minneapolis, Minn. 55455 

Analysis of the transient behavior of chemical reactors must 
consider the relationship between its possible "steady states." 
These often take the form of points in the state space of the 
reactor corresponding to conditions being steady every
where, but there can also be invariant sets or limit cycles 
which correspond to a regular oscillation in the conditions 
at each point. Corresponding to each invariant set there is 
region of the state space which is attracted into the steady 
state or limit cycle, and regions of attraction to stable 
invariant sets are separated by the lower dimensional re
gions corresponding to the unstable ones. The stirred tank 
reactor demands this analysis, but simplifications are re
quired. Among such are Hlavacek's lumping technique, 
the method of simplified modelling, and the proximate 
steady-state hypothesis. 

Tntensive research on the transient behavior and stability of chemical 
·*• reactors began with the publication of van Heerden's paper on "Auto-
thermic Processes," ( I ) . Indeed, if there are ignition years, as there are 
ignition temperatures, before which little is done in a given research area 
and after which a finite jump is made to a much higher level of activity, 
then there must be an ignition year among the first of the 1950 s. Van 
Heerden was about to draw attention to the fundamental importance of 
the heat balance and the insight to be gained by finding the steady state 
from the intersection of the heat generation curve and heat removal line. 
Amundson (2) was already working with Bilous (3) in using the sta
bility analysis of nonlinear mechanics and in explaining the phenomena 
of parametric sensitivity. If some industrious bibliographer would count 
the number of relevant papers published per year and plot it against the 
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9. A R i s Behavior and Stability of Reactors 579 

date, he would surely find a curve very like that of the rate of heat gen
eration in the stirred tank as a function of temperature. That the curve 
has yet passed its inflection point, let alone approached an equilibrium 
value, is at least open to question and discussion by those concerned with 
the information explosion. 

It would be impossible to review the present state of activity in the 
area of interest without either becoming intolerably dull in listing a com
prehensive catalog of papers or vacuously superficial in trying to describe 
the diverse questions of interest that have been studied. Between the 
Scylla of superficiality and the Charybdis of crashing boredom a track 
may perhaps be found by considering some of the problems to be faced 
by any attempt to give a theoretical account of reactor behavior. The 
magnitude of these difficulties more than justifies the various simplifica
tions that chemical engineers have devised, and if they may not always 
have been aware of the vastness of the problems that they were avoid
ing, this ingenuousness does not diminish the admiration due to their 
ingenuity nor to the good engineering sense that solutions exhibit. 

Luss has recently discovered a remarkable paper that predates some 
of van Heerden's results by almost 35 years. In Chemical and Metallur
gical Engineering ( Sept. 15,1918 ) appears a paper by Frans G . Liljenroth 
on the "Starting and Stability Phenomena of Ammonia-Oxidation and 
Similar Reactions" (4). It contains seven pages and seven figures inno
cent of any equation beyond a few arithmetical statements. It is ad
dressed from Washington, D . C , and the final paragraph disclaiming 
any reference to specific data on the part of the curves and figures given 
suggests that the author was employed in industry. He was a member 
of the American Chemical Society from 1919 to 1932, when he resigned 
his membership. His address at first was Wilmington, Del . , and he seems 
to have returned to Stockholm in 1927. From the enquiries by T. R. 
Keane it appears that Liljenroth was a duPont employee from 1916 to 
1920, but the influence of his paper has not yet come to light. Certainly 
van Heerden was completely unaware of it, for in his 1953 paper he 
understandably comments that "it is remarkable that the elementary 
considerations given in this paper . . . have not been presented before." 
Yet almost al l those elementary considerations are given by Liljenroth 
in the context of the ammonia oxidation burner. Multiple steady states 
are shown to exist, the instability of the middle steady state is demon
strated, and stability for the high temperature steady state is claimed 
(using the familiar, if inadequate, argument from the crossing of the 
heat generation and heat removal lines), the start-up of the reactor is 
discussed, as are the stability and sensitivity of the optimal steady state 
and the influence of feed conditions and poisons. A l l in al l it is a remark
able paper, and it seems to have been completely ahead of its time. The 
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580 C H E M I C A L REACTION ENGINEERING 

only comparable situation in the literature of chemical reaction engineer
ing is the derivation of the correct boundary conditions for the tubular 
reactor, with which we quite appropriately associate the name of Danck-
werts (5), but which in fact goes back to a paper by Langmuir in 1908 
(6). 

The Stirred Tank Reactor 

The stirred tank reactor was one of the earliest systems to be con
sidered, and the long series of papers by Amundson and co-workers 
(7-21) shows how fecund it is, even in its simplicity, of important 
developments. 

Consider a single reaction XajAj — 0 taking place in a stirred tank of 
volume V . The feed consists of some or all of the species A , in molar con
centrations Cjf, temperature Tf, and total volume flow rate q. Let c = 
(ci,...c8) denote the set of concentrations Cj within the well-mixed re
actor and Γ the temperature. The rate of reaction r(c,T) per unit volume 
may be defined so that under these constant volume conditions the rate 
of formation of A ; by the single reaction is af. A balance for species 
Aj gives 

= q(cjf - CJ) + GtyTXc, T) ; 1 <j < S (1) 

If the reaction is exothermic, heat is removed at a rate of Q * , Cp denotes 
the heat capacity per unit volume of the reaction mixture ( assumed con
stant), and AH is the heat of reaction, a heat balance gives 

VCP ^ = qCp(Tf — T) + ( - A f f ) 7 r ( c , T) - Q* (2) 

In writing this heat balance the heat capacity of the vessel has been 
ignored. This however has a stabilizing effect so that by ignoring it the 
analysis is not overlooking a dangerous effect. To analyze the problem 
fully would be to consider the transient flow of heat in the vessel walls, 
a much more complicated problem involving the partial differential equa
tions of a distributed system. 

The S Equations 1 and 2 can be solved when cj0 and T0, the initial 
concentration and temperature are specified. They form a system of 
ordinary nonlinear differential equations and present few difficulties to 
the modern computer. As always, however, it is important not to start 
computing before a thorough, qualitative understanding of the solution 
has been obtained, and to this end certain simplifications may be made. 
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9. A R i s Behavior and Stability of Reactors 581 

If the Cjf are constant in time and cj0 is a compatible composition— 
i.e., (Cjo — cjf) = ajtjo, then the first S equations can be replaced by a 
single equation by defining the extent of reaction as 

ξ = (Cj - cjf)/<Xj (3) 

Setting θ = V/q and suppressing reference to the constants a} and cjf i n 
the reaction rate expression r(£,T) gives 

e|= - ξ + θ Γ ( ξ , τ) (4) 

The naturally occurring scale of time is 0, so that a dimensionless variable 
τ = t/θ may be chosen, and from a naturally occurring scale of concen
tration (such as cf = XCjf) there arises the dimensionless extent of reac
tion χ = $/cf. It then appears that ρ = 6r/cf w i l l be the dimensionless 
reaction rate, so that 

^ = - χ + Ρ (χ, y) (5) 

where y is the dimensionless temperature which must now be defined. 
The temperature scale intrinsic to the reaction system is the adiabatic 
temperature rise 

ΔΤα<ι = (-AH)cf/Cp (6) 

Thus letting 

y = T/ATadl yf = Tf/ATad (7) 

gives 

% = yf-y + p f o v) - Q(v> (8) 
where Q = Q*/qcf(—AH) is a function of temperature within the re
actor, y, some coolant temperature, yc, and other parameters of the cool
ing configuration. These last terms can often be combined into one 
proportionally constant, κ, and the equation for temperature may be 
written as 

% = ys + *yc - (1 + + P(S, y) (9) 

Thus, Equations 5 and 9 subject to 

χ = x0, y = y0, when τ = 0 (10) 
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582 CHEMICAL REACTION ENGINEERING 

describe the system in the most economical way possible. The only 
remaining parameters are #c and those implicit in p(x,y); for example, for 
an irreversible first-order reaction ρ might have the form a(l — x) exp 
( — i n v o l v i n g two kinetic parameters. 

These are ordinary differential equations, and by the standard exist
ence and uniqueness theorems we know that if p(x,y) is continuous and 
satisfies a Lipschitz condition in a bounded region of x,y,r space, there 
exists a unique solution continuously dependent on its initial conditions. 
If ρ is equally wel l behaved with respect to its parameters, the solution 
depends continuously on them also. 

The steady-state analysis of these equations proceeds as follows. 
If the reactor described by these equations is operating in a steady state, 
χ and y (say, x8 and y8) do not change with time, and they may be found 
as the solutions to the simultaneous equations 

0 = - xs + p(3., ys) (11) 

0 = Vf + Wc - (1 + *)ye + ç>(xs, y.) (12) 

The first of these may often be solved readily in the form 

xs = X(y.) (13) 

and the second then becomes 

(1 + K ) ( » . - y*) = X(y.) (14) 

where 

y* = (yf + KVc)/(l + κ) (15) 

In physical terms the left side of Equation 14 represents the total heat 
removal, partly obtained by heating up the feed and partly by deliberate 
cooling; the right side is proportional to the rate of heat generation by 
reaction. Clearly the former is a linear function of ys, whereas the latter 
often takes the form shown in Figure 1 where ζ = X(y) is plotted for a 
typical exothermic reversible reaction. The left side of the equation is 
a straight line of slope ( 1 + #c ) through the point y = yc,z = yc — yh and 
it is clear that for any pair (yc,yf) there may be a range of #c, κ Λ ^ #c ^ **, 
for which there is not one but three steady states. The lower part of 
Figure 1 illustrates the dependence of the steady state on the parameters. 
Since yf and yc combine with #c to give y* according to Equation 15, we 
need consider only the two-dimensional parameter space of κ and t/*. 
L o c i of constant y8 are hyperbolic curves 

(1 + K)(Vs - y*) = X{ys) 
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9. ARis Behavior and Stability of Reactors 583 

with asymptotes y* = y8 and κ = 1. Several of these are shown in the 
lower part of the figure with labels corresponding to the points A through 
G in the upper part. The family has an envelope LMN touched by its 
members between C and E, and for (#c, y* ) within the region LMN there 
are three possible steady states. The familiar argument of van Heerden 
shows that states on the part of the X(y) curve between C and Ε w i l l 
be unstable if (1 -f- κ) is less than X'(t/) at y = ys. Even if we exclude 
unstable steady states there are still two whose possible stability makes 
them candidates for physically realizable states. Thus we see that the 
steady state is not a well-defined function of the parameters despite the 
fact that the solution of the transient equations, which presumably tends 
to a steady state, is unique and depends continuously on the parameters. 
This apparent paradox is resolved when we recall that the theorem on 
continuous dependence only guarantees that a small enough change in 
the parameters w i l l produce only a small change in the trajectory over a 
finite interval of time, and that an infinite time is required to reach the 
steady state. 

The dependence on the initial conditions is shown best by using the 
phase plane. In the x,y plane the solution may be represented by a curve 
along which τ is a parameter. Thus, for a unique steady state we might 
have a phase plane such as that in the upper part of Figure 2. Here each 
trajectory leads to the unique steady state (x8,ys) whatever its starting 
point (x0,y0)- In the lower part, however, we have a typical phase plane 
for three steady states, labelled B, D, and F to correspond with the pos
sible combination in Figure 1. D is an unstable saddle point, and the 
two trajectories, HD and ID, (themselves unstable) that approach it d i 
vide the (x,y) plane in two. If (x0,y0) lies to the left of HI, the trajectory 
goes to B, and if it lies to the right, it goes to F. A trajectory starting 
sufficiently close to I w i l l remain around ID for an arbitrarily long finite 
interval of time, but it w i l l ultimately diverge to either Β or F . Thus, 
though the steady state is not uniquely defined as a function of the pa
rameters it is uniquely defined as a function of the initial point (ac0,t/0). 

The character of the steady state w i l l be determined by three func
tions of y s and κ: 

φ s (1 - P x) + (1 + κ) - ρ," 
χ s (1 - ρ,) (1 + κ) - ?,) 
Φ Ξ (?x + Çy - Ο2 - 4κρ ? ν )_ 

where pd. = px(xs,ys), ?υ = py{xs,ys)- The value of χ is positive when the 
curve of heat generation has a smaller slope than the heat removal line, 
the latent roots are real when φ is positive and φ distinguishes between 
roots with positive or negative real parts. The character of the steady 
state is related to these three criteria in Table I. 
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584 CHEMICAL REACTION ENGINEERING 

Table I. Characteristics of the Steady State 

φ > 0 ψ < 0 

φ > 0 φ < 0 φ > 0 φ < 0 

χ > 0 stable node unstable node stable focus unstable focus 

χ < 0 saddle point — — 

Thus for each point on the curve in the upper part of Figure 1 the values 
px and py and hence the character of the steady state are determined for 
each point in the lower part of the figure. W e w i l l not pursue the repre
sentation here. Hlavacek has given a remarkably ful l and detailed dis
cussion of the behavior of the stirred tank (22). 

L Ν Coolant Temperature 

Figure I. Typical heat generation curve and loci of given 
steady state in the plane of κ and y* 
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9. A R i s Behavior and Stability of Reactors 585 

χ 

y 

y 
I Temperature 

Figure 2. Phase portraits for the stirred tank with one 
and three steady states 

Let #c be constant and yc and yf be the same, but let their common 
value yc = yf = y* take on any value in a certain range. Thus y* could 
be represented as a third dimension, and the x,y planes could be stacked 
together in the order of y* to give a pseudo-phase space (pseudo because 
t/* is a parameter and not a dependent variable). Figure 3 shows such a 
block i n x, y, t/* space. The locus of steady states lies on the cylinder 
χ = X(y), and the locus of saddle points (CE) is characterized by the 
fact that along this part of the locus the value of t/* decreases as y in 
creases. The phase plane section corresponding to the situation with 
three steady states is also shown. 

The steady state reached depends on the history of the start-up of 
the reactor, and it is worth asking what can be said about this. Suppose, 
for simplicity, κ is constant and varies as a function of time; then 
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586 CHEMICAL REACTION ENGINEERING 

^ = - x + P O , y) 

% = (1 + κ)ίΤ(τ) ~ (1 + K ) y + p ( * , y) 

These are no longer autonomous, and the solution depends not only on 
x0 and y0 but also on the whole history of the function Î / * ( T ) . If the x,y 
plane is denoted by Ε and the space of bounded continuous functions 
y*(r)(0 ^ τ < σ) by Fer, then the state χ(σ),ί/(σ) is defined on the 

X n 

Figure 3. A block of phase portraits for fixed κ and varying y* 
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9. A R i s Behavior and Stability of Reactors 587 

Cartesian product space Ε χ Fa. Suppose we let σ tend to infinity but 
restrict attention to functions y * ( r ) which are asymptotically constant, 
calling this space F; it is clear that the steady state that is finally achieved 
is only uniquely defined on Ε χ F . If I is the subspace of F containing 
all the constant functions, Figure 3 represents the situation in £ X I. 
This figure is made up by stacking the phase planes for constant y* into 
a block, the plane for a given y * being perpendicular to the y* axis at 
the coordinate y * . The locus χ = X(y) becomes the curved cylindrical 
surface, and the possible steady states lie on the curve ABCDEFG. Ob
viously x8 = xa(Xo,y0>y*)9 *ys = y s ( * 0 , y 0 , y * ) . W e observe that if y * < η 
or y * > rffi where and ?/* are the two values of 

η = y - [X(y)/(1 + κ)] (17) 

for the two roots of the equation 

X\y) = (1 + κ) (18) 

then the steady state is unique, and x8,y8 are really only functions of y * . 
Thus 

xs = x.(y*)f y s = y.(y*), (x0, y0)*E 

if 

y* < η* or y* > η* 

If < y * < 77*, there are three steady states, and Ε may be partitioned 
intoTthree subspaces E i ( y * ) , E2(y*)9 F 3 ( y * ) such that if (x0,y0)eEt(y*), 
xs = x8i(y*). For example, in the lower half of Figure 2, x 8 l , x8>>, and x s 3 

are respectively Β, Ό, and F and Eu EL>, and E3 are the open region of 
the plane to the left of HI, the line HI itself, and the open region to its 
right, respectively. 

This much is straightforward and describes completely the behavior 
of (x8,y8) in Ε χ 7. The real challenge is to describe the situation i n 
Ε χ F . Certain things are intuitively clear. First, if y ( τ ) y» as τ -> oo 
and y * < 77 . . or y» > 7 7 * , then since the steady state is unique in these 
regions, we should have xs — x8(y^)9 y a = y s ( y « ) . Moreover if (x 0 ,y 0 )s 
E i ( y * ( o ) ) and E t ( y ( r ) ) Ç Ε ^ ( τ ' ) ) for all r ' > r > 0, then we should 
expect that x s = ^ ( y » ) , y8 = y S i (yx ) . Beyond this, however, it is diffi
cult to see clearly, and the problem is to partition the function space F 
according to the steady state that is achieved. If #c is allowed to vary as 
well as y * and the space of asymptotically constant functions κ(τ) is de
noted G , the steady state is uniquely defined only in the product space 
Ε X F X G . 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

09



588 CHEMICAL REACTION ENGINEERING 

Two Distributed Reactor Systems 

The simple case of the stirred tank has been examined in detail be
cause it illustrates the type of problem that arises in analyzing transient 
behavior. The situation could be elaborated by considering the possi
bility of variable feed composition which would force the consideration 
of all the (S + 1) equations for concentrations and temperature. The 
initial space would then be the physically proper region of ( S + 1 ) d i 
mensional Euclidean space and cjf(t), Tf(t) would be taken from suitable 
function spaces. When we turn to even the simplest distributed systems 
we are faced with function spaces and their Cartesian products from the 
outset. Thus, the equations for the concentrations Cj(r,t) and tempera
ture T(r>t) in a single catalyst particle within the region rcB bounded 
by the piece-wise smooth surface dB (as shown in Figure 4) are 

ψ = ViDjeVcj) + «if.(c, T) (19) 

c» Tt = v ( K e v T j ) + (-AH^ r«(c> T ) ( 2 0 ) 

where Dje is the effective diffusion coefficient of Ajy Ke the effective ther
mal conductivity, Cp the heat capacity per unit volume. The symbol re 

denotes the effective reaction rate per unit volume and is the product of 
the reaction rate per unit area and the catalytic area per unit volume. 
The initial conditions are 

Φ,ο) = c i e(r),r(r,o) = r e(r) (21) 

and the boundary conditions 

Dje ^ = kj(cjf - Cj) 

X . f £ « A ( r , - T ) 
on dB (22) 

where kj and h are mass and heat transfer coefficients and d/dn is dif
ferentiation along an outward normal to dB. The conditions under which 
these can be simplified to two equations are much more restrictive, and 
it would not be to the point to go into the reduction here. Again it is 
known that there may be multiple steady states; in this case three or five 
might be expected under circumstances, and this number can often be 
extended by suitable parameter choices. The steady states satisfy 

0 = v(#ieV<v) + «^e (c , T) 

0 = v ( ^ e V ^ ) + ( ~ AH)re(c, T ) J 
(23) 
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9. A R K Behavior and Stability of Reactors 589 

together with the boundary conditions given by Equation 22. If cjf and 
Tf are constant, the steady state is a point in the space of vector functions 
( c i ( r ) , . . . c8(r),T(r) ) which satisfy Equations 22 and 23. This space 
is a subspace of the space of physically admissible vector functions (C\( r ), 
. . . c e (r) ,T(r) ), itself a subspace of C B

+ X C / „ , X C B
+ ( ( S + 1) fac

tors), where CB
+ denotes the space of non-negative continuous functions 

defined on the domain B. The steady state that is reached w i l l , under 
general conditions, depend on three sets of quantities: 

(a) The constant parameters—e.g., aj? Ke etc.; 

(b) The boundary conditions—i.e., cjf(t), Tf(t); 

(c) The initial state—i.e., cj0(r),T0(r). 
(We w i l l not consider that cjf and Tf can also be functions of position 
on ΘΒ). 

A similar situation obtains for the flow reactor for which there is 
convective flow through the region B. The general equations are 

^ + V.(v(r)cy) = v(AVCy) + *fi(c, T) (24) 

C p T t + V-(CWr)T) = V(KevT) + ( - AH)r(c, T) (25) 

The boundary dB is divisible into three distinguishable parts (see the 
lower part of Figure 4); the inlet ports, dBh the exit ports, dBe and the 
wall , dBw. The wal l is usually stationary and impermeable to matter so 
that the boundary conditions are 

I* = 0, Ke ~ = h(Tw - T) on dBw (26) 

whereas 

and 

v(cjf - Cj) = Dje vCp(Tf - T) = Ke |£ on dB{ (27) 

ψ: = 0, ^ = 0 on dBe (28) 
on on 

The same three classes of quantities as were given above may be dis
cerned here with the added complication that the wal l temperature Tw 

may be a function of time t and come within the second class. These two 
situations are basically comparable in complexity provided that an effec-
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590 CHEMICAL REACTION ENGINEERING 

Figure 4. Distributed reactor configurations 

tive reaction rate per unit volume may be defined as a function of the 
local concentrations and temperature. 

The steady state is found by solving the equations with al l time 
derivatives set equal to zero. In this context we might hope to devise 
effective reaction rate, re, for the packed bed by using the concept of the 
effectiveness factor. This factor summarizes the calculation of the steady 
state for the catalyst particle by determining the ratio of the actual rate 
of reaction to the rate that would prevail if the concentrations and tem
perature throughout the particle were constant and equal to cjf and Tf, 
respectively. It is a function of (a) the parameters and (b) the boundary 
conditions which are constant for any one particle but vary from particle 
to particle throughout the reactor. However, the steady state and the 
effectiveness factor (a function of the steady state) are not always 
uniquely defined by these two sets of quantities so that it may not be 
possible to formulate an effective reaction rate in this pseudo-homoge
neous model of the packed bed. The packed bed then presents itself as 
a problem of the next higher order of magnitude since to find its steady 
state, the transient equations must be solved, and this involves taking 
into account not only (a) the parameters and (b) the boundary condi
tions, but also (c) the initial state of each particle. Vastly simplifying 
principles w i l l therefore have to be found before a tolerably complete 
resolution of this problem is attained. 
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9. A R i s Behavior and Stability of Reactors 591 

The Abstract Problem of Describing Transients and Steady States 

In general the state of the reactor at time t may be specified by a 
point x(t) in some space R. This may be a subspace of Vn the space of 
η dimensional vectors with real components (as was the case for the 
stirred tank reactor, η = 2), or a space of vectors of real valued func
tions defined over a certain region of physical space Β ( as for the catalyst 
particle), or the Cartesian product of such spaces as for the packed bed. 
W e shall generally suppress reference to the spatial independent variables 
and concentrate on the time dependence. The state w i l l satisfy a system 
of equations 

Six = M[x] (29) 

where M is generally a nonlinear differential or perhaps an integrodiffer-
ential operator in R. It is subject to certain boundary conditions that 
may involve functions of time. 

Ct:0 = Ν tlx] . (30) 

The space of initial states x 0 is a subspace of R, and we denote it by 

x 0 = x(0) el ÇR . (31) 

If the equations model the reactor adequately, we may expect that the 
triple (S,Ct,I) w i l l lead to a unique solution x(t)eR. 

Within R we distinguish certain invariant subspaces W{ == W t-(S;Cf ). 
These are non-intersecting subsets having the property that if XocW*, 
then x ( £ ) e W j . The number of these subspaces (i.e., the range of the 
index i) itself depends on S and Ct. The commonest case of an invariant 
subspace is the point x s cR representing a steady state, but a limit cycle 
also qualifies as an invariant subspace. Under certain circumstances we 
can think of a moving limit cycle that generates a space of higher dimen
sions. If we limit the class of boundary conditions to those that are 
asymptotically constant (and accordingly drop the suffix on C ) the set 
of invariant subspaces W* may be denoted by W = W ( S ; C ) . The index 
i may be an integer, but there are circumstances in which it may be 
regarded as a continuous variable. Such a case was given by Amundson 
and L i u (23) in their model of the packed bed. ( A simpler mechanical 
example is the family of solutions of χ + ω2χ = 0 the equation for a 
simple harmonic oscillator.) 

A solution x ( f ) of ( S , C , x 0 ) has the property that either it lies en
tirely within an invariant subspace or else it approaches one of them as 
t - » oo. The first possibility w i l l be the case if x 0 lies in a particular W< 
by virtue of the definition of an invariant subspace. The invariant sub-
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592 CHEMICAL REACTION ENGINEERING 

space Wi is called asymptotically stable if x(t) -> Wi whenever x 0 lies 
i n some neighborhood, N(W{), of Wit It is asymptotically unstable if 
there are points x 0 in any N(Wi) for which x ( f ) , the solution of (S,C,x0) 
does not approach W{. Let the invariant subspaces of these two classes 
be enumerated by Vj and Uk, respectively. Then it is evident that the 
initial space is partitioned into subspaces Ij such that x ( f ) -> W* if x0c/i. 
The uniqueness theorem ensures that these are disjoint subsets of I and 
therefore of R. The fact that W< Ç J { shows that each I* is connected 
since W< is connected and could not belong to two parts of a disconnected 
subspace. If the initial subspaces belonging to the Vj and Uk are denoted 
by Jj and Kk, respectively, each Jj must be of the same dimension as R; 
otherwise it could not include a neighborhood of its Vj. O n the other 
hand, each Kk must be of lower dimension. It may be shown that the 
Kk are closed sets separating adjacent Jj. To refer again to the upper part 
of Figure 2, R Ξ= I is the strip 0 ^ χ ^ 1, y ^ 0. The only invariant sub
set is the point (x8,y8), and since this is globally stable, J i = I = R. In 
the lower part of Figure 2 the set W consists of the points B, D, and F 
with V i = B,V2 = F , and Ι/χ — D. Jx is the part of R strictly to the left 
of HI, J2 is the part of R strictly to its right, and Kx is the curve HI itself. 
Two other possible configurations may be seen in Figure 5. In the upper 
part two limit cycles Δ and Γ , the latter unstable, surround the stable 
steady state A. Here V i = A, V2 = Δ , C7i = Γ ; Λ = interior of Γ , J2 === 
exterior Γ , Κι = Γ. In the lower part there are two steady states D and 
F, the former lying on a closed loop Γ. Then V\ = B, Ui = D, U2 = Γ ; 
Jx = exterior of Γ except the curve ID, Κχ = the curve ID, K2 = Γ and 
its interior. W e observe that the steady-state system 

Σ : 0 = M[x] 

subject to 

C : 0 = N[x] 

can have multiple solutions which are invariant subspaces of (S;C;I). 
However (2 ;C) only generates those members of W which are points in 
R. Finally, we observe that like W the subspaces 7 { depend on C . If Ct is 
only asymptotically constant, we have the same set W ( S ; C ) , but now 
its members partition the Cartesian product space I X Ct. 

This is not the place to go into great detail about the existence and 
uniqueness of theorems that are available. For the parabolic systems of 
equation that frequently occur Wake (24) has proved a very general 
theorem. He considers systems 

Fi(x, t, u, VVW*> dUi/dt) = 0 
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9. A R i s Behavior and Stability of Reactors 593 

y 

Temperature 

Figure 5. Phase portraits illustrating more 
complex relations between invariant subspaces 

i = 1 , . . . m, for a set of m functions Ui(xyt). Here Aui and AAUi denote 
the sets of first and second derivatives of u% with respect to the space 
variables xu... xn so that the equations are coupled only through the 
us and not through their derivatives. The system is parabolic if dFJ 
d(dUi/dt) < 0 and the matrices Φ { whose j,kth elements are dFi/d(d2Ui/ 

dXjdxjc) are all positive definite. If each F{ is analytic i n its arguments 
(other than χ , ί ) , two solutions having the same initial and boundary 
conditions are identical if they are continuous and have bounded deriva
tives. As always existence is harder to prove than uniqueness, but Pao 
(25) has some useful results and references. 

The Equivalent Lumped System. The complexity this analysis re
veals obviously cries out for some simplifying principles or methods. 
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594 CHEMICAL REACTION ENGINEERING 

One of the most ingenious of these is the notion of the equivalent stirred 
tank advanced by Hlavacek. This is described with reference to the 
equations for the catalyst particle (19-22). [In the long and interesting 
series of papers on the modeling of chemical reactors that Hlavacek has 
written with Marek, Kubicek, and others (26-42) there are many clever 
methods and fruitful ideas. (As this series of papers presents some diffi
culties to the bibliographer I have ventured to list them all i n the order 
which Hlavacek regards as canonical.)] 

The equation 

^ = V(DjeVCj) + α Λ ( € , Τ) 

is difficult to solve because of the nonlinear reaction term. Disregarding 
this term for the moment and setting 

Cj = Cjf + Uj (32) 

the linear equations 

^ = v(Djevuj) in Β (33) 

Dje ^ + kjUj = 0 on dB (34) 
dn 

Uj(r, o) = cj0(r) - Cjf (35) 

can be solved by the straightforward, albeit intricate, methods of linear 
analysis. If Dje is constant, and the domain Β has a characteristic dimen
sion R, the following dimensionless variables may be chosen 

τ,· = Djet/R\ ρ = r/Λ, μ,· = kjR/Dje (36) 

so that 

= ^Uj in B, + \LjUj = 0 on dB 
dij σμ 

The solution of this equation is 

W/(PI τ,') = Σ <W/n(p) βΧρ - XynTj (37) 

n=l 
where the (positive) eigenvalues Xjn and the corresponding eigenfunc
tions φ ; η depend on the shape of Β and the parameter μ5> and the con
stants djn depend on the initial solute distribution. If only the first term 
i n Equation 37 were needed i n the solution, we would have 
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9. ARis Behavior and Stability of Reactors 595 

dUj 

or 

^ = D j e ^ C j = XnDUcj - Cif)/R* (38) 

In general the later terms w i l l not vanish since this would require the 
special initial condition in which cj0 — cjf would be proportional to φ,ι, 
but because λ Λ is the smallest eigenvalue, the first term is quickly domi
nant. Suppose that the last term in Equation 38 were used as an approxi
mation to the Laplacian and were inserted in Equation 19 to give 

Έ = lit = ^Dje/R2)(cjf - a) + «,r e(c, T) (39) 

This is just the equation of a stirred tank with holding time (R2/Dje\ji), 
and the partial differential equation has been replaced by an ordinary 
differential equation whose behavior is much more easily described. A 
similar reduction of Equation 20 gives 

HT 

°ft = (Xi t fe / t f 'CpXTV - Γ ) + [ ( - AH)/Cp]re(c, T) (40) 

where λι is the first eigenvalue of the problem 
ψ = ψη, ψ + μ Μ = 0, μ = hR/Ke (41) 
στ σν 

This remarkable reduction of the partial differential equations to the 
familiar equations of the stirred tank w i l l be complete if it can be as
sumed that 

-kjiDje = \ J L J C v , j = 1, . . . S (42) 

for then the factor corresponding to the holding time w i l l be the same in 
each. W e may let 

τ = lnDjet/R*, χ = (cj - CjfWasCf, y = T/ATad (43) 

and 

p (x, y) = Rhe/XjxDjcCf , 

and obtain Equations 5 and 8 

dx 
^ = - χ + ?(x, y) 

dy (44) 
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596 CHEMICAL REACTION ENGINEERING 

There is no term in Q, the heat removal, since a catalyst particle is in
ternally adiabatic and the transfer at the surface corresponds to the feed 
and effluent from the stirred tank. This final reduction to complete con
formity with the stirred tank equations is not strictly necessary since the 
stability analysis of the ( S + 1 ) Equations 39 and 40 is not out of the 
question. It is easier to justify a partial reduction by assuming that all 
the XjiDje are equal but different from A i K e / C p . Then with 

Le = ^Ke/C^JxD^ATad = (- AH^l^Dje/XiKe 

the equation for y becomes 

The multiplicity of steady states can be examined by looking at Equations 
44 and 45 with the left sides set equal to zero, 

y - yf = χ = ρ (χ , y) 

Thus uniqueness for all yf is ensured if px + pv < 1 on the entire curve. 
This condition is also necessary for if px -f- py ^ 1 between y^ and t/*, 
then for yf between t/* — X(y*) and y^ — X(y%) there w i l l indeed be 
three steady states. The stability of the steady states can also be investi
gated as was done before. Some of the estimates of the conditions for 
uniqueness and stability obtained in this way are extraordinarily good 
estimates of the conditions obtained by exact numerical integration of 
the partial differential equations. 

However ingenious this method of approximation may be and how
ever good the results it has attained, it leaves a lot to be desired in any 
theoretical justification. A justification and examination of its limitations 
is possible on the lines of Eckhaus' stability theory, but this is not pur
sued here (43). The work of Finlayson (p. 50) also bears closely on 
these ideas. 

Model Systems. A second approach to the complexities of the dis
tributed reactor is made by gaining experience of the behavior of simpli
fied systems for which analytic or easily computable results are available. 
L i u and Amundson analyzed the packed bed (23) and showed that an 
individual particle could have one of two stable states at certain positions 
and times. From four nonlinear partial differential equations it is difficult 
to abstract immediately the possible selection rules, and it may be well 
to look at a simpler, if somewhat artificial, system. The S-shaped curve 
representing the heat generation in the particle as a function of tem
perature w i l l be simplified to a step function, which could represent heat 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

09



9. A R i s Behavior and Stability of Reactors 597 

generation by a zeroth order reaction triggered at a certain ignition tem
perature. Since only heat transfer and generation are to be considered, 
the ignition temperature may be taken as the zero of temperature and 
the step function proportional to the Heavyside function, 

"0, 

-1 , 

S < 0 
H(S) ; 

S > 0 

Letting S be the temperature in the stationary component where the heat 
is generated (corresponding to the catalyst particles) and taking Τ to be 
the temperature in the flowing stream (corresponding to the reaction 
mixture) the dependent variables S(z,t) both functions of position and 
time, must satisfy 

ft +vfz=HS-T) 

^t = h(T-S)+ *H(S) 

where V is the velocity, h a heat transfer coefficient, and δ is the tempera
ture rise from heat generation. However, by altering the units of al l the 
variables, these three constants may be made to have unit values, and 
the simplest form of the equation is 

Tt + Tz = S — Τ (46) 

St = Τ — S + H(S) (47) 

where the suffixes conveniently denote partial derivatives. [This system 
of equations evolved from a brief but lively discussion with V . M i z e l , 
M . Gurtin, and others of the Mathematics department at Carnegie-Mellon 
University, where I spent a stimulating week in 1967 at the invitation of 
H . L . Toor, head of the Chemical Engineering Department.] This system 
of equations has inlet conditions 

T(o, 0 = ϊ\·(0 (48) 

and initial conditions 

T(z, ο) = re(s), S(z, o) = S0(z) (49) 

The same kind of continuum of steady-state solutions may be ob
served here as was found by L i u and Amundson. Let Ti be constant and 
all time derivatives vanish; then the second equation can be written 

S — Τ = H(S) (50) 
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598 CHEMICAL REACTION ENGINEERING 

y = H(S) 

Figure 6. Possible steady-state solutions of Equations 
46 and 47 

which is of the form of a heat balance, shown in the upper part of F ig 
ure 6. Clearly if Γ < —1, there is a unique solution S = T, and if Γ > 0, 
there is a unique solution S = Τ + 1; however, if — 1 ^ Γ ^ 0, either 
solution is possible, even when we reject the third solution S = 0 as un
stable. Equation 46 thus has the form 
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9. ARIS Behavior and Stability of Reactors 599 

"Ο, Τ < - 1 
H(S) = 0 or 1, - 1 < Τ < 0 

_1, 0 < τ 
(51) 

In the intermediate range the choice is arbitrary as far as the steady state 
is concerned, and the steady state that w i l l actually be reached depends 
on the initial conditions and history of the feed. Some possibilities are 
shown in the lower part of Figure 6. Thus, (a) and (e) correspond to 
the unique cases of Τ ι > 0 or Τ* < —1. If Τ* is in the range ( —1,0) 
then a solution such as (d) is possible with S = Τ and no heat generation. 
O n the other hand, if at any point such as Β we elect to take the root 
S = Τ + 1 and remain with it until Τ > 0, it must persist, and we have 
a solution like the curve, or broken line, (b) . The switch Β may be made 
at any point in the bed. If the switch to the root S = Τ + 1 is made at 
a point such as C , but before Τ becomes positive the root S = Τ is re
sumed, then we have a solution such as (c) . The heat generated in the 
segment C C is sufficient to raise the temperature of the stream from the 
level (d) to the level (c) but not sufficient to ignite the process per
manently. 

The ful l transient equations must be analyzed to know what form 
of steady state is reached from given initial conditions. This has been 
done by Schruben (44) in some detail, and the ful l results w i l l be pub
lished elsewhere. This study shows that a steady state like Curve c of 
Figure 6 can be obtained from a spiked perturbation of a uniform steady 
state like (d ) , as shown in Figure 7. Thus, the continuum of steady 
states has a quasi-stable character. 

The original state may be regained after a minor perturbation, but 
larger perturbations may cause the reactor to return to another steady 
state perhaps arbitrarily close to the first. In Figure 7 the initial state 
S = Τ = —0.5 is perturbed by a spike in both S and T. The spike in Γ 
moves with the stream and decays. The spike in S turns into a sloping 
segment starting at the point where S became positive. It has a tem
porary influence on Τ in the form of a small spike on the ramp of T. In 
Figure 8 a perturbation is made in Τ only, and here the ramp is displaced 
somewhat to the right corresponding to the fact that it takes a short time 
for the temperature S to reach a positive value and ignite the reaction. 

Quasi- and Proximate-Steady State Hypotheses. The ful l solution of 
the transient equations for the packed bed is impossible to attain. It 
would require at the very least the solution of the transient equations 
of transport and transfer in the fluid phase coupled with the solution of 
the transient equations for each catalyst particle. Some investigators have 
therefore lumped the resistances to transfer at the surface of the particle. 
Others have claimed, with some justice, that the particle is isothermal 
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600 CHEMICAL REACTION ENGINEERING 

Figure 8. Development of a partially ignited steady-state solution 
from a perturbation in Τ only 
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9. A R K Behavior and Stability of Reactors 601 

(45). The latter assumption simplifies the situation considerably since 
then each particle often has a unique steady state for given surface con
ditions. If it is relaxed, there can be five steady states for certain fluid 
conditions, of which three w i l l be stable (46). Even retaining noniso-
thermality within the particle it can be argued that the individual particles 
achieve their steady state much more rapidly than does the bed as a 
whole (47). Thus a quasi-steady state hypothesis may be made, and the 
effectiveness factor for the steady state of the particle is introduced into 
the transient equations for the bed. As long as there is uniqueness this 
causes no trouble, but when two or three stable steady states are pos
sible, some selection rule is necessary. If we exclude discontinuous 
changes, it should be possible to make a proximate steady-state hypothesis 
and assert that in general the steady state of each particle takes to an
other stable branch of the solution only when a bifurcation point is 
reached, and that it then goes to the "nearest" stable steady state. This 
hypothesis w i l l need some refinement in the light of the experience being 
gained in current research programs. 

To implement such a program it would be necessary to have a rapid 
way to calculate the effectiveness factor of a catalyst particle since to do 
this at each point of the bed would require the solution of a two-point 
boundary value problem for each particle. L i u (48) has given a method 
for codifying unique effectiveness factors, and more recently Jouven (47) 
has been able to do the same for non-isothermal effectiveness factors. 
Thus by Jouven's subroutine the effectiveness factor for a sphere in which 
a first-order irreversible reaction is taking place can be called up 300 
times faster than it can be calculated. The accuracy is quite satisfactory 
over the ful l range of Weiss and Hicks ' (49) original calculations. W i t h 
respect to the surface conditions there can be at most three values of the 
effectiveness factor in this range; however the program can be used to 
find effectiveness factors for any given fluid conditions, and here there 
may be as many as five, three of which are stable. 

Conclusion 

Many important aspects of the transient behavior of reactors have 
not been mentioned here. Thus, though the phase plane gives a ful l 
description of the start-up of the reactor, there are interesting problems 
concerned with the optimization of the start-up control. L imi t cycles 
have appeared in passing, and these have been examined systematically 
in the context of the cyclic operation of reactors by Douglas, Horn, 
Bankoff, and others. They have in fact shown that the time average of 
the cyclic output may be more desirable than the output obtainable from 
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602 CHEMICAL REACTION ENGINEERING 

the steady state about which the system is oscillating. W e have also 
mentioned stability but have not reviewed the means available for its 
analysis. 

It is hoped that what has been said about the general features of 
stirred tank behavior, its abstraction to cover more general types of re
actor, and the grounds for strengthening the analogy are sufficient to 
illustrate one aspect of the place of mathematical analysis in the study 
of chemical systems. 
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Nomenclature 

Aj ;th chemical species 
CpCp heat capacities per unit volume, mass 
c vector of concentrations 
Cj concentration of Aj 
Dje effective diffusivity of Aj 
H(S) Heavyside step function 
h heat transfer coefficient 
7 initial space 
liJj,Kh initial spaces associated with Wh VJ9 and Uk 

Ke effective thermal conductivity 
kj mass transfer coefficient for Aj 
Le Lewis number 
M,N operators in general system 
Ç dimensionless rate of heat removal 
Q* rate of heat removal from stirred tank 
q flow rate 
R state space 
r vector of position in distributed system 
r reaction rate 
re effective reaction rate 
S number of reacting species 
S ( z,t ) wall temperature in model system 
Τ temperature 
t time 
Ujc>Vj,Wi invariant subspaces 
V volume 
ν ( r ) velocity vector in distributed system 
X ( y ) steady-state extent for given y 
χ dimensionless extent in stirred tank 
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9. ARIS Behavior and Stability of Reactors 603 

χ state of system 
y dimensionless temperature 
y* (yf + *yc)/(i + «) 
aj stoichiometric coefficient of Aj 
AH heat of reaction 
AT a d adiabatic temperature rise 
θ holding time of stirred tank 
* Q/(y-yc) 
λ,μ, eigenvalues 
M dimensionless external transfer coefficient 
ν denotes normal derivative in dimensionless coordinates 
ξ extent of reaction 
ρ dimensionless reaction rate 
p vector of position in dimensionless coordinates 
τ dimensionless time 
Φ,χ,ψ stability criteria for stirred tank 
Subscripts: 
f feed conditions 
s steady state 
ο initial value 
x,y partial derivatives with respect to x,y 
oo final value 
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Contributed Papers 

Dynamic Operation of a Fixed Bed Reactor 

ROBERT L. KABEL and GILLES H. DENIS, The Pennsylvania State Uni
versity, University Park, Pa. 16802 

In recent years understanding and characterization of the unsteady 
state has advanced almost explosively. Now exploitation of transient be
havior can be contemplated. In this paper the vapor-phase dehydration 
of ethyl alcohol to diethyl ether in a fixed bed reactor is examined. The 
catalyst is an ion exchange resin in the acid form. 

Steady-state reaction rate data have been correlated well by a Lang-
muir-Hinshelwood model in which the surface reaction is the rate-con
trolling step, the adsorption processes being about an order of magnitude 
faster. The use of Langmuir adsorption theory in this case is supported 
by the agreement between adsorption equilibrium constants obtained 
from the Langmuir-Hinshelwood correlation and also directly from ad
sorption measurements. Water and ethanol are adsorbed strongly on the 
hydrogen ion catalytic site whereas ether is essentially not adsorbed. The 
suitability of Langmuir-Hinshelwood kinetics to this reaction system is 
attributed to the rather ideal nature of the catalyst. This allows the ex
tension of the theory into the transient regime with some confidence in 
its validity. 

A n elaborate mathematical model, based on the above characteristics 
was formulated to predict the response of the reactor outlet concentra
tions to step changes in flow rate, temperature, feed concentration, and 
total pressure. Experiments were performed to check the predictions for 
flow rate and temperature variations. The model was in qualitative agree
ment with all experimental observations and in quantitative agreement 
with many of them. These results make it clear that the presence of sig
nificant adsorption effects, differing for the various reaction components, 
is the key to the unusual transient behavior. 

Adsorbed-phase concentrations play a major role in determining the 
rate of a solid-catalyzed vapor-phase reaction. Large amounts of ethanol 
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606 CHEMICAL REACTION ENGINEERING 

enhance the rate, whereas water suppresses it. In this reaction system 
at steady state the adsorbed-phase concentrations achieve nearly equi
librium values, and the reaction rate is fixed at any point in the reactor. 
In transient operation the adsorbed-phase concentrations vary according 
to the imposed perturbation and thus affect the rate of reaction. Consider 
a sudden increase in flow rate. A t the low flow steady state more water 
and less ethanol are adsorbed than at the final steady state. Upon the 
imposition of the higher flow rate, the reaction rate w i l l be low, corre
sponding to the catalyst conditions of the initial steady state. This effect 
coupled with the new low residence time produces a lower transient 
production rate than w i l l exist at the final steady state. Since unsteady-
state operation alters the reaction rate, one wonders if a cleverly selected 
regime of periodic variation of one or more process parameters might 
not allow reactor performance to be improved beyond that obtained in 
normal steady state operation. 

In interpreting unsteady state behavior it is useful to think first of 
a process in which the new steady state is attained instantly following a 
perturbation. This is equivalent to the concept of slow (infrequent) 
switching between two set points, wherein the transient period becomes 
negligible compared with the steady-state period at a given set point. 
The results from an instant steady-state model of a reactor cycled be
tween two set points would correspond to mixing the products of two 
steady state reactors operating separately at the given set points. W i t h 
more frequent switching the transient effects can be made dominant. The 
performance in such a case can differ from either true steady state or cyclic 
instant steady state operation. 

Table I gives production rates for steady-state and cycled operation. 
Computed data are shown; however, experimental work confirms the 
results. Steady state results were calculated for a flow rate of 0.265 cc 
of l iquid ethanol/min and 109.4°C. The flow rate cycle comprised 
18 minutes at 0.56 cc/min and 54 minutes at 0.167 cc/min, giving a time 
average flow rate equal to the steady state value. In the temperature 
cycle, equal 36-minute periods at 104.4° and 114.4°C were used. 

Table I. Production Rates for Steady-State and Cycled Operation 

Production Rate X 10* 
Moles of Ether or Water/min 

Basis of 
Calculation 

Flow Temperature 
Cycling Cycling 

True steady state 
Instant steady-state model 
Transient model 

4.53 4.53 
4.306 4.76 
4.40 4.95 
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M C G R E A V Y AND THORNTON Single Catalyst Particles 607 

For flow cycling, the instant steady-state model ( slow switching case ) 
gives a worse performance than true steady-state operation. The more 
rapid switching case (transient model) improves on the slow switching 
performance by taking advantage of the transient adsorption effects but 
does not overcome the original deficit with respect to steady state. When 
reaction rate decreases with reaction progress (as in this case), operation 
with a variety of residence times gives a lower conversion than with a 
constant residence time at the same bulk average flow rate. The decre
ment in performance illustrated in the present study w i l l be the more 
common occurrence. However cycling of flow rate could be valuable in 
reaction systems having rates which increase with increasing extent of 
reaction. Examples of such behavior can be found in autocatalytic reac
tions and in intermediate reactions occurring in a sequence of reactions 
in a series. 

For temperature cycling the exponential effect of temperature on 
reaction rate improves the value calculated with the instant steady-state 
model over the true steady-state value. This much improvement could 
have been achieved by operating two steady-state reactors, one at the 
high temperature and one at the low temperature. However, the transient 
model predicts a still greater improvement which cannot be achieved by 
any steady-state operation at the same time average temperature. This 
additional benefit is the result of the effect of temperature on the adsorp
tion processes which are active in this transient process. 

The potential of the unsteady state in bringing about an effective shift 
in the rate of a single catalytic reaction is clear. Similarly the relative 
predominance of two or more competing reactions should be alterable 
also. Thus, depending upon the specified objective such dynamic oper
ations are also expected to be effective in improving product distribution 
or catalyst selectivity. 

Stability Studies of Single Catalyst Particles 

C. McGREAVY and J. M. THORNTON, University of Leeds, England 

In heterogeneous catalytic systems, the identification of potential 
instability is usually confined to establishing criteria for the existence of 
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608 CHEMICAL REACTION ENGINEERING 

multiple solutions for the steady-state equations describing the behavior 
of individual catalyst pellets. Even where these bounds are given accu
rately and not by the various equations based on gross simplifications, 
the estimates are usually conservative. In particular, unstable behavior 
may not develop when the pellet passes transiently through a set of con
ditions having multiple solutions in the steady state. 

The possibility of passing transiently into the steady-state multiple 
solution region and returning to a stable steady state has been investi
gated for a particular system based on the oxidation of benzene to maleic 
anhydride. In the presence of excess air this reaction may be represented 
schematically as: 

A —> Β —> C 
- * C 

where C represents overoxidation to C O , C 0 2 , and water. In the limiting 
case of temperature and reaction runaway, this overoxidation occurs al
most completely. When this happens, the reaction may be regarded as 
a single irreversible first-order reaction. Experimental data on the kinetic 
parameters over the relevant range of conditions have enabled a pre
liminary analysis to be made. 

Previous investigations have shown that for the normal range of op
erating conditions, the physical parameters for real systems enable con
venient simplifications of the model to be made. The most important is 
that there are no appreciable temperature gradients inside the catalyst 
pellet, although the temperature difference across the external fluid film 
may be significant. This approximation leads to: 

K T ^ = Γ (τ ) - « + / « , τ) 

where KT is a constant, τ is time, Τ is the dimensionless fluid temperature 
which may vary with time, t is the dimensionless pellet temperature, and 
g(t, τ) is a nonlinear function which involves the analytic solution of the 
equation describing diffusion inside the pellet and is therefore a function 
of the fluid phase concentration which may vary with time. ( A n equation 
of this form also results if the ful l scheme of consecutive and parallel 
reactions is considered to be occurring within the catalyst pellet.) 

The critical factors which determine whether an excursion into the 
multiple steady-state region w i l l result in instability depend on the exact 
trajectory followed by the transient response. Step changes give some 
insight as to the way that runaway develops but do not help to overcome 
these difficulties. A convenient way of examining the characteristics is 
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MCGREAVY AND THORNTON Single Catalyst Particles 609 

to look at the frequency response, especially in the phase-plane of fluid-
solid temperatures. Such a plot enables the influence of the magnitude 
and frequency of the perturbation to be assessed. 

The information obtained from such investigations is useful in de
ciding the effect of interaction between pellets in a packed bed reactor. 
Whether an instability w i l l grow or not depends on whether the damping 
effects of the interaction can prevent the perturbation from propagating. 

No detailed analytical solution of the transient equation can be given 
at this time since the behavior of the pellet is governed by the nonlineari-
ties, and any attempts to linearize the equation results in loss of the 
important features of the response. However, a graphical approach gives 
considerable insight into the behavior around the multiple solution re
gion, particularly when the pellet is changing from one state to another, 
and can be useful for analyzing particular systems. 

When the catalyst pellet is subjected to sinusoidal perturbations of 
various frequencies, the highest frequency produced the response with 
the smallest amplitude, the least distortion, and the largest relative time 
lag. As the frequency decreases, a longer time per cycle is spent in the 
region of potential runaway, and the pellet becomes increasingly less 
stable. The distortion of the response also becomes more pronounced 
owing to the highly nonlinear effect of temperature on the reaction rate; 
this causes high peaks in the pellet temperature as the fluid temperature 
rises. A t very low frequencies the fluid conditions remain in the unstable 
region long enough for runaway to occur, and film mass transfer control 
results. 

A general conclusion which may be drawn from the results is that 
the fluid temperature cannot be manipulated normally to return the pellet 
to its initial state after temperature runaway has occurred, but that this 
may always be done by adjusting the concentration, indicating that if a 
reactor is to be operated near the non-unique region, multivariable con
trol techniques may be essential. 
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610 CHEMICAL REACTION ENGINEERING 

T h e Measurement and Prediction of Instability in Certain 
Exothermic Vapor-Phase Reactors 

S. F. BUSH, Imperial Chemical Industries, Ltd., Central Instrument Research 
Laboratory, Bozedown House, Whitchurch Hill, Reading, England 

The experiments and mathematical analysis abstracted here from 
Réf. I were prompted by the observation, on the industrial scale, of a 
sudden instability in certain vapor-phase chlorine—hydrocarbon reactions. 
Reactions of this sort are often carried out in reactors of the form shown 
in Figure 1 where the velocities have been deduced from calculation and 
measurement on the laboratory scale. Under normal conditions the reac
tion of chlorine to completion occurs in the region below the injection 
point, but under some conditions the reaction ceases abruptly, and un-
reacted chlorine leaves this region to react eventually elsewhere in a 
dangerous and uncontrolled manner. 

The steady reaction states observed cannot be regarded as unstable 
to infinitesimal disturbances since reaction is typically maintained for 
periods which are long compared with the time for such disturbances to 
pass through the system. The sudden cessation of reaction can be ex
plained, however, as the result of a sufficiently large disturbance being 
applied to a system which is locally stable. 

The stability of the systems studied is characterized as the time in 
seconds for which a given percentage reduction in the flow of the leaner 
feed component (usually chlorine) w i l l just permit the system to recover. 
Experiments of this sort have been carried out in laboratory reactors of 
the type in Figure 2 with methyl chloride and methane as the hydro
carbon feedstocks. The over-all stoichiometry of the main reactions from 
these feedstocks is summarized by 

C H ( 4 _ t ) Cl< + CI, = C H ( 3 - t ) C W i , + HC1, i = 0 to 3 (1) 

Also shown in Figure 2 is a measured steady-state temperature dis
tribution. Three main sets of experiments have been carried out. The 
first measured steady-state distributions of temperature and composition. 
The second measured the minimum wall temperature necessary (under 
given conditions ) to start the reaction in the base of the reactors. In the 
third set the steady states were disturbed by reducing the chlorine supply 
for known periods of time. A fourth set of experiments has examined 
the start-up of the reactions under automatic and manual control. 
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BUSH Instability in Reactors 611 

Typical disturbance traces are reproduced in Figure 3. In Curve A 
the reaction is extinguished, but an oscillatory recovery is obtained. Curve 
Β shows no recovery. Curve C shows the reaction starting under auto
matic control, with little or no overshoot; manual starts can give over
shoots of 50°-80°C. 

A theory capable of predicting the dynamic behavior of reaction 
systems of the general type described, at different scales of operation, 
must be based on the relevant fluid dynamic and chemical kinetic proc
esses as demonstrated for a simpler physical system in an earlier paper 
(2). The structure of turbulent flow within the reactors is determined 
principally by the ratios l/d, D/d (Figure 1). Four main regions are 
identified; the entraining jet, the impingement boundary layer, the wal l 
flow, and the irregular vortex region between the sides and the jet. Ex
pressions for the fluid velocities and eddy diffusivities in these regions 

Figure 1. Cell division of foboratory reactor and 
typical average velocities (ft/sec) across cell 

boundaries in axisymmetric flow 
A: measured jet boundary 
B: boundary layer 
C: wall flow 
D: vortex region of irregular flow 
E: inlet point 
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612 CHEMICAL REACTION ENGINEERING 

have been derived and verified experimentally i n hydraulic models and 
in the case of the boundary layers by heat transfer experiments. Using 
these expressions, velocity diagrams of the form shown in Figure 1 are 
generated, enabling different configurations to be studied, including those 
of intense mixing (large l/d, D/d) and of direct flow (I > > D ) . 

330 1 
• 1 

T 
400 

— ·— 

1 1 
1 460 J _ 

(326) 1 
(.49)1 

1 

(410) 
(.25) 

• (449) J 
(.07) 

1 1 
_L 

(334) 1 
(.47) 1 

(400) 
(.25) 

1 1 
' 432 1 
1 (.07) 1 
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(.47) 1 
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(.23) 

' 1 
1 399 . 
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/372 (373^ \ / (374 f 1 
1 1 

(b) Boundary layer detail below jet 

Figure 2. Temperature and composition distributions. Meas
ured temperatures in °C (three-digit values). Fractions of ini
tial Cl2 remaining (two-digit values, e.g., .02). Calculated values 

in parentheses at cell centers. 
A: atmosphere 
B: inlet 
S: reactor shell and lining 
L: lagging 
W: outer boundary layer 
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°c 

460 J 

0 4 8 12. 1*6 20 24 28 32 3̂5 

Figure 3. Stability test on laboratory scale showing experimental 
points · and computed points, x. 

A: CHsCl feedstock, d m.f. 0.23, flow rate 0.018 gram moles I sec 
B: CHi feedstock, Ch m.f. 0.20, flow rate 0.03 gram moles/sec 
C: CHsCl start-up under automatic control at 24 sec 

The postulated mechanism of Reaction 1 is of the standard free radi
cal type, with initiation and termination shown by experiment to be pre
dominantly at the walls. A l l told 72 elementary processes of the type 

C l 2
( e ) + M -> Cl<°> + C l - + M 

C H 4 + C l -> C H 3 + HC1 

Cl2<°> + C H 2 C 1 -> C H 2 C 1 2 + Cl<*> 

are postulated, where (a) denotes wall-adsorbed species. Since propaga
tion rates greatly exceed initiation rates, the observed rates of Reaction 1 
from left to right can be found in the form 

R i = U M ] [ C R i 4 _ i ) C l i ] [ C h ] i = o t o Z ( 2 ) 

Ο 

Σ & [ C H ( , _ y ) C l , ] 

fij and ki were determined by experiment in continuous stirred reactors 
(e.g., Réf. I ) . Typically, β0 = 2.0; k0 = 1.13 X 10 1 5 exp ( -33,800/RT) 
cc/mole sec. The forms (Equation 2) which are typical of a wal l initiated 
reaction can only apply if CI ' atoms diffuse sufficiently rapidly from the 
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614 CHEMICAL REACTION ENGINEERING 

walls. A necessary condition is ( g A r / V ) greatly to exceed unity, where 
g is a boundary layer mass transfer coefficient and τ is the over-all resi
dence time, which gradually becomes more difficult to satisfy as the scale 
increases. 

The mathematical analysis is carried out by first discretizing the 
system into small cells (Figure 1); then using the fluid dynamics and 
chemical kinetics one derives conservation equations for each cell. The 
equation for chlorine mole fraction (y) in the (m, n) th cell is (um.1)n, 
vm,n-i > 0 ) : 

tyran A η / \ Pffi- l .n ι 
ι. — 66τη—1 .η τ τ {jj m—ί,η ymn) I 

at V mn 9 mn 

An—l , pm.n—1 
Um,n—ι ~Tf \ym,n— 1 ymn) F \y m,n—i y mnj 

mn Ρ mn 

all faces A r V m n i = 0 Ç m n 

and similarly for Tmn. Although transient density changes do not greatly 
affect the results (see also Réf. 2), provision is made in the theory for 
coupling the fluid flow equations directly into the conservation Equa
tions 3. The cell formulation was the only method of discretizing the 
analysis which gave a numerically stable result and also allowed for the 
rapid space rates of change of velocity. Typically 100-200 cells are em
ployed, each generating several equations of the type of Equation 3. F u l l 
solutions are obtained by implicit methods, but approximate solutions are 
obtained from simplified models. 

Some results obtained from the theory are compared with experiment 
in Table I and in Figures 2 and 3. In Figure 2 note the heat flow from 
the wal l into the boundary layer below the jet. 

Table I. Theoretical and Experimental Results 

Experimental 
Flow Rate, Pressure, Wall Computed Wall 
qram moles/sec Tx y{ aim Start-up Temps., Start-up Temps., 

°C °C 

.0091 210 .23 1.8 360 365 

.0122 211 .31 2.5 350 350 

.0200 177 .23 2.5 383 385 
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BEUSCH E T A L . Unstable Behavior 615 

In Réf. I the experimental results and analysis indicated here are 
developed into a theory which appears to predict well the steady state 
and dynamic behavior of vapor-phase chlorinations in reactors where 
partially reacted gas is entrained in the inlet jet. The theory applies in a 
variety of geometries and to different scales of operation. 

(1) Bush, S. F., "Measurement and Prediction of Instability in Certain Exo
thermic Vapor-Phase Reactors," to be published. 

(2) Bush, S. F., Proc. Roy. Soc. (1969) A 309, 1-26. 

Unstable Behavior of Chemical Reactions at Single Catalyst 
Particles 

H . B E U S C H , P. F I E G U T H , and E. W I C K E , Institut fiir Physikalische Chemie, 
Universitàt Munster, Germany 

Stepwise instabilities, corresponding to "ignition" and "extinction," 
as well as oscillatory behavior of chemical reactions have been observed 
in isothermal and nonisothermal heterogeneous catalytic systems. H 2 oxi
dation was chosen as the nonisothermal example while C O oxidation 
represented isothermal unstable behavior. 

Nonisothermal Case 

A vertical glass tube in an electric furnace with temperature control 
contained an active catalyst pellet, freely suspended in the gas flow or 
imbedded in a layer of inert particles. The reaction mixture, H 2 in air, 
was purified over molecular sieves; after preheating it entered the reactor 
from below. Thermocouples from 0.2 mm N i - N i C r wires measured the 
temperature of the gas flow, Tg, and of the center of the catalyst pellet, 
Tc ( the pellet surface temperature is only slightly different, Figure 2 ). 

The catalyst particles were 8 mm spheres from silica-alumina con
taining 0.4% Pt; mean pore radius was about 10"4 cm (macropores only) , 
permeability was 0.1, thermal conductivity was 0.5 Χ 10"3 cal/cm deg 
sec. The reaction proceeded with an activation energy ( in the kinetic 
range) of 19 kcal/mole hydrogen. 

The stepwise instabilities were studied first—i.e., the transition from 
lower to upper stable states (ignition) and the reverse (extinction). 
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616 CHEMICAL REACTION ENGINEERING 

Figure 1. Stepwise transitions between lower and upper stable 
states of H2 oxidation on single catalyst particle in a packed bed 
of inactive pellets. Linear gas flow rate (standard conditions, 
empty tube): u 0 = 1.7 cm/sec; H2 percentage increasing: O , de

creasing: ·. Temperature of furnace and gas flow is 139°C. 

Overheating of the catalyst particle by chemical reaction was measured 
as function of H 2 concentration in the inlet mixture at constant gas tem
perature and gas flow rate. The results of measurements with the active 
particle imbedded in a 6-cm high column of inactive pellets at Tg = 
139 °C are shown in Figure 1. W i t h increasing H 2 concentration the 
steady-state excess temperature of the pellet increases gradually to a level 
of Tc — Tg = AT — 20°C, and after 5.5% H 2 has been reached, it jumps 
suddenly to AT = 185 °C. If the H 2 concentration is lowered, the pellet 
temperature decreases again, running along the upper branch of a hys
teresis loop, thereby marking a range of multiple steady states. Finally 
the temperature drops to the ascending branch; below this * extinction" 
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BEUSCH E T A L . Unstable Behavior 617 

point (3.8% H 2 in Figure 1) the pellet temperature can be adjusted 
up and down in the lower stable state. 

A t a higher gas flow temperature ignition occurs at lower H 2 con
centration, and the area of the hysteresis loop—i.e., the range of multiple 
steady states—is then smaller. At even higher Tg the hysteresis loop van
ishes; the pellet excess temperature then increases linearly with the H 2 

concentration since the external mass transfer is rate determining i n this 
region. These results can be understood on the basis of a stability analysis 
of the catalyst pellet by means of the S-shaped heat generation function 
and the straight line characteristic of heat removal. O n the other hand, 
the stability diagram can be constructed by evaluating the results of these 
measurements. 

Figure 2. Oscillations of temperatures of a single catalyst particle (T c center, 
T s surface) and of reaction rate (CH2Û in the effluent). T g = 70°C; 

3.14 vol % H2; u 0 = 36 cm/sec. 

When the temperature of the gas flow is fixed at low values (ca. 3 0 ° -
8 0 ° C ) , oscillations of the particle temperature and of the reaction rate 
(composition of the effluent) are observed. Figure 2 gives an example 
with the catalyst particle suspended freely in the gas stream, whose 
temperature was fixed at 53°C. (Oscillations could also be observed 
with the active particle imbedded in a layer of inactive pellets.) The 
mean value of the particle temperature is 170 °C, and the oscillations 
extend over ± 6 0 ° . In this case the temperature of the particle surface, 
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618 CHEMICAL REACTION ENGINEERING 

T8, also was measured; it differs at its maximum by 15° from the center 
temperature. Both temperatures oscillate in phase with the reaction rate. 
The low frequency is surprising, the period amounting to nearly one hour. 
The following characteristics could be verified: 

• Reactant concentration 

Figure 3. Range of multiple steady states for a reaction 
with self-poisoning superimposed by a transport process 

(schematic) 

(1) Oscillations begin voluntarily. Once established, they run uni
formly for days. They change slightly when the gas flow rate is varied. 

(2) Superpositions of oscillations (double peaks) have been ob
served in some experiments. 

(3) W i t h increasing gas temperature the amplitudes decrease, and 
the oscillatory state passes to a stable steady state. 

The reason for these oscillations and their mechanism is not clear. 
The long period and the absence of phase shifts seem to indicate, how
ever, that the phenomenon does not arise from specific properties of the 
mass and heat balances of the catalyst pellet. More likely it originates 
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BEUSCH ET A L . Unstable Behavior 619 

from particular reaction mechanisms which produce long time periodic 
changes in the nature of the active catalyst surface. 

Isothermal Case 

If the rate of a chemical reaction goes through a maximum with 
increasing concentration of reactants or products ( self-poisoning or auto-
catalysis), the reacting system may behave unstably even under isother
mal conditions. A n example is the catalytic oxidation of C O on Pd and 
on Pt, where the strong chemisorption of C O inhibits the reaction rate 
at higher C O partial pressures. This is shown schematically in Figure 3. 
The combination with a transport process, characterized by the straight 
balance line in Figure 3, gives rise to multiple steady states between the 
two broken lines. 

[ppm] 

Rate 

150 A 

100 \ 
192 °C 217 °C 242 °C 

50 Λ 
AT 

2 3 5 6 

^ VOL-% CO 

Figure 4. Stepwise transitions between upper and 
lower stable states of CO oxidation on single catalyst 
particle suspended freely in the gas stream at differ

ent temperatures; u0 = 6.1 cm/sec 
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620 CHEMICAL REACTION ENGINEERING 

The experimental setup has been arranged similar to that described 
above. The catalyst pellet, a 3 X 3 mm cylinder from γ-Α1 2 0 3 with 0.3% 
Pt ( B E T surface 130 m 2 /gram), was suspended freely in a mixture of air 
and C O , which streamed upward through the vertical reactor tube. The 
temperatures of the gas flow (fixed) and of the pellet were measured 
by thermocouples. Since the pellet temperature remained nearly constant 
during reaction rate changes, the course of the reaction rate was pursued 
by infrared analysis for C 0 2 in the effluent. 

A t fixed values of gas temperature and gas flow rate, transitions 
between upper and lower stable states could be observed by changing 
the C O concentration in suitable ranges. Figure 4 gives some results 
obtained at 192°, 217°, and 242°C. W i t h increasing C O concentration 
the reaction rate first goes through a maximum and then drops suddenly 
when a critical "quenching" C O concentration has been reached. The 
reverse transition occurs at a smaller ("ignition") concentration of C O ; 
thus, a hysteresis loop is established between the upper and lower stable 
state, similar to the stepwise transitions in Figure 1. In those cases the 
unstable behavior originated from the influence of external heat and mass 
transfer; in the present case these transport processes have little effect. 

ï ' s o f c 
\iao '[.c] 

II Λ Λ Λ ΛΑ ΑΛΛ ΛΛ Λ Λ ΛΑ 120 

.90 

60 

30 

L 0 

coz 

[ppm] 

•190 A TC 

no \[°c) 

•120 à 

co 2 

•90 Γ , 

•60 

10 min^ 
•30 
. 0 

Figure 5. Oscillatory behavior of CO oxidation at a single catalyst 
particle (time runs from right to left). Ύε = 180°C; u 0 = 3 cm/sec; 

1 vol % CO. 
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BEUSCH E T A L . Unstable Behavior 621 

The stepwise transitions shown in Figure 4 are nearly independent of 
gas flow rate. They occur remotely from the mass transfer region, mainly 
in the kinetic range of the catalytic reaction. Hence, the transport process 
which, in combination with the reaction rate, is necessary for multiple 
steady states (Figure 3) cannot be external mass transfer. Presumably 
the process in question is C O chemisorption or some related process 
on the catalyst surface by which C O occupies the reaction sites. 
Similar stepwise transitions have been observed with a platinum wire 
screen, coated by platinum black, instead of the porous catalyst particle. 

When the system is in the upper stable state and the gas flow tem
perature is lowered, the reaction rate may begin to oscillate. These 
oscillations, as Figure 5 shows, have periods of the order of minutes and 
are asymmetrical in shape (the reaction rate is represented as C 0 2 con
tent [ppm] in the effluent). In Figure 5 the line above the reaction rate 
in each cycle at first decreases slightly—flickering with high unresolved 
frequencies; then it suddenly breaks down and just as suddenly returns to 
its initial value, where it begins to descend again. In Figure 5 below the 
minimum values in the reaction rates the lines decrease gradually until a 
main breakdown occurs, after which the initial rate is restored quickly. If 
higher C O concentrations are applied, the minima become deeper; 
finally, when the quenching concentration has been reached, the reaction 
rate remains at small values of the lower stable state without further 
oscillation. This behavior seems to indicate that breaks in the reaction 
rate are brought about by the blocking of reaction sites with C O . In the 
restorative process the active sites may be recovered by burning away 
the blocking C O molecules with oxygen. Presumably several states of 
chemisorbed C O molecules participate in these phenomena; a detailed 
mechanism cannot yet be presented. The breaks in reaction rate give 
rise to small minima of pellet temperature, at a maximum about 2° as 
shown in Figure 5. A t higher temperatures the frequencies of oscillation 
increase and the amplitudes decrease; above about 250°C no further 
oscillations could be observed. Pu
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622 CHEMICAL REACTION ENGINEERING 

Nonlinear Functional Analysis and Reactor Stability 

C. E. GALL, University of Waterloo, Ontario Canada 

The fixed point theorems of Tychonoff and Schauder are useful in 
deriving regions of asymptotic stability for chemical reactors. A method 
suggested by A . Stokes derived from TychonofFs fixed point theorem is 
used to derive a region of asymptotic stability for a C S T R (continuous 
stirred tank reactor) example. The RAS obtained is larger than that ob
tained previously using Krasovskii's theorem and the Liapunov second 
method. 

Schauders inclusion theorem, an extension of Schauders fixed point 
theorem to partially ordered spaces, is applicable to higher order systems 
such as a chain of CSTR's in order to derive a region of asymptotic sta
bility with considerably less computation than previously known methods. 
The concept can be extended readily to the determination of a region of 
asymptotic stability for tubular reactors. 

Stokes9 Theorem (2) 

This is a form of TychonofFs fixed point theorem. The C S T R example 
is that considered by Berger and Perlmutter ( J ). The following are equa
tions (2) in that reference with substitutions made from the data given. 

The nonlinear term above may be written in terms of a MacLaurin's 
series with remainder as: 

<2η 
dt 10*(y + .61) exp [-185/(η + 10.18)] - .778 - 2.1η 

df) 
Έ -10*(y + .61) exp [-185/(ή + 10.18)] + .778 - 2y 

[1.272 (1 + 1.785η) + oij2] (y + .61) 

where 

2.2 < α < 8.3 

A somewhat more convenient form is obtained by letting X\ = îj + 
y,X2 = v and adding equations and by letting β = [(.61 + y)a — 2.27]. 
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G A L L Nonlinear Functional Analysis 

This gives: 

Χι = — 2xi — Ax2 

x2 = 1.27xi - 3x 2 + (2.27xi + frr2)z2 

or using the fundamental matrix solution: 

χ = e^x 0 + ί*βΛι^) (2.27xi + g>x2)z2 

^ 0 

Then we can show 

||Γ6Χ(0|| < l.le-2'{||*o|| + /"β*|2.27*ι + fri\\xi\d-z) 
Jo 

< l.l<r"{||*0|| + (2.27 + |&|) Γ'β*\\χ\\*<1τ} 
Jo 

Thus ||x|| ̂  g(t) where 

g > -2g + 1.1 (2.27 + |β|)</2 

9(0) > 1.1 Hzoll 

This is asymptotically stable if 

g(0) < 
1.1(2.27 + l & l ) 

Hence the C S T R is asymptotically stable if 

2 
(1.1)2(2.27 + 131) 

Now 

|β| < .61 X 8.3 - 2.27 = 5.06 - 2.27 

Therefore, we are assured of asymptotic stability if 

INI < .327 

i.e. max {|η0 + &o|, |i)o|} < .327 
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624 CHEMICAL REACTION ENGINEERING 

Therefore, we may start up with initial conditions anywhere in the 
R A S in the c vs. Τ plane bounded by the four lines: 

(c - .077) = ± ^ ( Γ - 550) 

(c - .253) = ± ^ (T - 550) 

Schauder Inclusion Theorem 

This is a variation of Schauder's fixed point theorem (3). The con
tinuous stirred tank vector example considered by Bilous and Ammundson 
(4) may be rearranged to: 

dz 

~ = 3.408 - .5678z + 7.86 X 1014y exp ( - 227.1/*) 

Δ a — bz + £(2)3/ 

^ = 0.5(1 - 2/) - 7.86 X 10 1 4?/exp(- 227.1/*) 

Δ_ c — dy — k(z)y 

The desire is to find a region in the ζ vs. y plane from which all 
trajectories terminate at the steady state. The solution to the system 
may be written as: 

z(t) = z(0)e~bt + £ (1 - e~bt) + e~bt f'e^ k(z(<z))y{z)dx 
O JQ 

ft ft ft 
y(f) = y(0) exp {— / α(τ)ότ} + c / exp { — / a(u)du}dv 

Jo Jo Jo 

where α(τ) = d + k(z(r) ). 
In operator notation: 

ζ = Pi(z,y) + η 

y = N2(z,y) + r2 
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G A L L Nonlinear Functional Analysis 

where 

625 

Pi[z,y](t) = e-»< ['β^(ζ(τ)Μτ)οΙτ 
Jo 

N2[z,y](t) = y(t) 

nit) = f ( l - <rbt) + <*r 6 S ci = z(o) 

r2(t) = 0 

Now (zuVi) ^ (̂ 2,1/2) w i l l mean that 

Zl(t) > z2(t) 

Vi(t) > y2(t) 

and from these it follows that 

fc(*i(O)0i(O) > k(z2(t))y2(t)) 

so that 

Pi(zi,yi) > P\(z2,y2) (i.e., isotone) 

and 

N2(zh < N2(z2l y2) (i.e., antitone) 

The problem now is to determine an interval, J = [ 0 3 > ° 2 ] X [0y,°y\ 

which includes the iterates: 

lz = Pi(% °y) + ri 
ly = N2(oZ, ay) + 72 

iz = P i ( e Z , ay) + η 

iy = N2(% °y) + r2 

and so that 

oZ < \Z < l Z < °Z 

0y < iy < ly < °y 

and which includes the single steady state of interest and no others. 
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626 CHEMICAL REACTION ENGINEERING 

Assume the interval with °z, 0z> °y, oV all constant functions of t to be 
determined. For this example we can show that 

if 

and if 

U ov) < G*, iy) < (% ly) < (% °y) 

oZ < z(o) < °z 

Qy < y(o) < °y 

iZs Ξ [a + k(°z)°y]/b < °z 

% = c/[d + k(oz)) < oy 

izs = [a + k(oZ)0y]/b > oZ 

iys Ξ c/[d + k(°z)\ > 0y 

and 

(ι**, iys) < (lzs, %) 

Thus, if constants (°z,°y), (0zy 0y) can be found such that 

oZ < iZ8 < lzs < °z 

0y < iys < lys < °y 

and such that 

zs ε [oZ, °z] 

y s ε Uy, °y] 

we are assured that trajectories initiating in the rectangle [ 02,°z] X [0y,°y] 
w i l l converge on the steady state (zs,ys). For the example described above 
a simple computer computation shows that: 

oZ = 0.001 °z = 6.288119 

Qy = 0.000 °y = 1.000 

gives: 

iz s = 6.001 'zs = 6.288113 

iys = 0.332 % = 0.998 

For a two-stage model of continuous reactors with material feedback 
a region of stability in four-dimensional phase space may be determined 
i n the same way. The equations may be written in the form: 
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G A L L Nonlinear Functional Analysis 627 

Z i = «!*·> - biZi + ki(zi)yi + ex 

jji = ciy2 - diyi - h(zi)yi + / i 

z2 = «2*i - b2z2 + k2(z2)y2 + e2 

y ι = c2yi — d2y2 - k2(z2)y2 + f2 

and we need to determine constant functions 

(„*,·, //,·), (°Zi, °yi), i = 1,2 

so that: 

'*! = [αι°*2 + βι + Α:ι(°*ι)°2/ι]/6ι 

lyi = (/l + ci^/ldi + /Cl(o*l)] 

lz2 = [α2°*ι + e2 + Α· 2( 0*2)02/ 2]/δ2 

^2 = (Λ + C2eî/i)/[A + k2{0z2)\ 

1*1 = [a10z2 + ί;ι(β«ι)β2/ι]/6ι 

iyi = C i o 2 / 2 / [ d i + h(°zi)] 

1*2 = [«20*1 + Α:2(ο*2)ο2/2]/̂ 2 

l*/2 = c2oyi/[d2 + k2(°z2)] 

are in the hyper-rectangle 

[0*1, °*ι] X L2/1, β2/ι] X [0*2, °*2] X [0Î/2, ey 2] 

which includes the single steady state of interest and no other and 

(a, oyù < (1*0 iyd < (**,·, hji) < (°Zi, °yx) f o r t = 1,2. 

W i t h two stages each of size equal to that of the single reactor of the 
previous example, the same reaction rate expression and external heat 
transfer from the second stage the parameters for the iteration equations 
are: 

( i - λ) α 2 = 1/λ 

61 = 0.5678 h = 26ι 

Ci = α ϊ (h = 0.5α2 

d i = 0.5 di = 0.5 

ej = 3.408λ e2 = 0 

fl = λ/2 η = 0 
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628 CHEMICAL REACTION ENGINEERING 

and 

k(z) = 7.86 X 10 1 4 exp (-227.1/*) 

For λ = 0.989 the iteration equations were programmed, and a region 
of asymptotic stability was determined to be the hyper-rectangle above 
wi th : 

oZl = 6.124088 °Zi = 6.194783 

oV\ = .8435543 °yi = .9109129 

0Z2 = 5.453202 °z2 = 5.516600 

oVl = .8510970 °yi = .9201147 

After 30 iterations it is found that: 

6.160017 < zls < 6.161305 

.8734471 < yls < .8740321 

5.485973 < z2s < 5.486590 

.8816984 < y2s < .8822964 

Example. A simple tubular reactor for a first-order reaction can be 
described by two equations of the form 

XT = Τ" - aT + W(TC - T) + Hk(T)c 

at = c" - be' - k{T)c 

t(o, x) = T0(x) 

c(o, x) = c0(x) 

with appropriate boundary conditions. 
These may also be written in the form 

T(x, t) = PAT, c](x, t) + η(χ, t) 

c(x, t) = N2[Ty c](x, t) + rt(x, t) 

where P i is isotone and N2 is antitone because the Green's function for 
the negative Laplacian operator is positive (5). 

Then we may determine a region of asymptotic stability: 

oT < T0 < °T 0c < c0 < °c 
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G A L L Nonlinear Functional Analysis 629 

if we can find 0c,°c,0T,°T, functions of spacial position only such that: 

oT < XTS < Ts< *TS < °T 

oC < lC8 < Cs < lC, < °C 

where ( Ts,c8 ) is the desired stable steady state and 

1TS is the solution of 

T"-af - WT' = -WTC - Hk(°T)°c 

iTs is the solution of 

Γ " - α Τ ' — WT = -WTC - Hk(0T)0c 

with initial condition: 0T ^ T0(x) ^ °T and the given boundary condi
tions and 

lc8 is the solution of c" — k(aT(x))c = 0 

ics is the solution of c" — k(°T(x))c = 0 

with initial condition: 0c ^ c0(x) ^°c and the given boundary conditions. 

(1) Berger, Perlmutter, D. D., A.I.Ch.E. J. (1964) 10, 233. 
(2) Stokes, Α., "Contributions to the Theory of Nonlinear Oscillations," J. P. 

LaSalle, Ed., Vol. V, Princeton University Press, Princeton, 1958. 
(3) Collatz, L., "Functional Analysis and Numerical Mathematics," p. 358, 

Academic Press, New York, 1966. 
(4) Bilous, Amundson, N. R., A.I.Ch.E. J. (1955) 1, 513. 
(5) Stakgold, I., "Boundary Value Problems of Mathematical Physics," Vol. II, 

Macmillan, New York, 1968. 
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10 

The Kinetics of Biosystems: A Review 

ARTHUR E. HUMPHREY 

School of Chemical Engineering, University of Pennsylvania, 
Philadelphia, Pa. 19104 

The literature dealing with kinetics of biosystems is quite 
extensive. It covers such topics as activities of cellular 
organisms including the kinetics of growth, product forma
tion, and death. Most of these kinetics are derived from 
consideration of basic enzyme behavior models. Among 
the literature on enzyme kinetics can be found an emergence 
of research dealing with immobilized enzyme systems. 
Some of the kinetic considerations involve highly complex 
and interactive systems. This is particularly true with 
sequential enzyme reactions and mixed population systems. 
Often these complex systems exhibit oscillatory behavior 
in the steady state. Of necessity, the several disciplines 
of biology, biochemistry, and chemical engineering will need 
to interact to produce useful models of biosystems behavior. 

*Tphe literature dealing with the kinetics of biosystems is extremely 
extensive (1, 2 3). Since no single review could possibly do justice 

to the whole field, this review is necessarily limited in its consideration. 
Only those systems deemed of greatest immediate concern to chemists 
and engineers—i.e., enzymes and single cellular activities—are consid
ered. Special consideration is given to the oscillatory systems because 
they represent an area of intense kinetic interest at present. 

Cellular Activities 

This section on cellular activities is limited to kinetics of growth, 
product formation, and death. For unicellular cells the growth rate can 
be expressed in terms of the cell concentration, X, concentration of a 
growth limiting substrate, S (note: there are occasions when more than a 
single substrate can be limiting growth), and concentration of an inhibi-

630 
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10. H U M P H R E Y Kinetics of Biosystems 631 

tor or a predator, I—Le., 

X = f(X,S,D (i) 

Several expressions for Equation 1 can be found in the literature. For 
many situations the variables X , S, and J are highly coupled. Hence, 
expressions for cell growth rate are usually highly nonlinear. 

For single cellular organisms undergoing binary fission, the growth 
can be expressed in terms of a growth rate constant, μ, and the cell 
concentration. 

X = μΧ (2) 

This is the so-called exponential growth. Other growth models have been 
proposed (4, 5, 6,7). These involve 

linear model 
square model 

^ rds model 
ο 

cubic model 

Each model applies to a specific physical situation. For example, 
linear growth ( X = constant) occurs in some hydrocarbon growth cul
tures where limitation is caused by the rate of diffusion of substrate from 
essentially constant surface area oil droplets. In filamentous organisms 
where growth occurs from the tip, but nutrients diffuse throughout the 
filamentous cell mass, the 2/3 rds model fits some data. 

Expressions for μ. One commonly used expression for the specific 
growth rate is the so called Monod equation: 

In reading the original paper by Monod (8) one finds that he attached 
much less significance to his model than subsequent workers. He stated 
that the character of the data for cell growth on a single limiting sub
strate suggested that it might be fitted by an equation of a form similar 
to that for simple enzyme kinetics. W e now know that such an expression 
is a gross oversimplification of the true kinetics (9, 10). There are prob
lems of inhibition which include substrate inhibition at high concentra
tion, product inhibition, and even enzyme poisoning. Then there are 
reaction lags arising from the operation of repression and induction con
trol mechanisms. Finally, there are problems of multisubstrate control, 
competition from other species for the substrate, commensalism, amen-
salism, and prédation. 
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632 C H E M I C A L REACT ION ENGINEERING 

Figure 1 is a typical representation of the growth-substrate relation
ship. There are three regions where different models have been used to 
fit the data: 

Region I. This is the region where S < < K8 and where essentially 
a linear relationship exists between the growth rate and substrate con
centration. In many biological waste treatment processes, such as acti
vated sludge, this behavior is approximated (11). 

Region II. Here the single substrate limitation of the Monod-type 
applies best. 

Region III. This is a region of high substrate concentration where 
the maximum growth rate should be achieved but where inhibition arising 
from either metabolic products of growth or substrate limits the rate. 

When no single substrate is limiting, the kinetics are much more 
complicated. Figure 2 illustrates the difference between single and mul
tiple substrate limitation in a batch culture system. Several workers (11, 
12) have proposed a multiple substrate limitation model analogous to the 
nonobligatory independent binding of the two substrates enzyme model 
—i.e., 

I 

μ = (4) 
Ksi + S i K&2 + /S; 2 
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10. HUMPHREY Kinetics of Biosystems 633 

SINGLE S U B S T R A T E LIMITATION 

In X 

TIME 

Figure 2. Batch growth curves 
Unfortunately, most situations are not as simple as that depicted in 

Equation 4. Often one substrate is a repressor of the enzyme system for 
the other substrate. When this occurs, it is possible to use fermentation 
to separate or purify a system of mixed substrates. 

Coupling between X and S (Yie ld) . Monod has suggested (13) that 
at high growth rates and moderate substrate concentrations the coupling 
between cells and substrate can be expressed in terms of a yield, Y—i.e., 

However, certain substrates, primarily those utilized for energy, are 
involved in maintenance. A cell can use glucose for endogenous respira
tion without growth. A t low concentration, therefore, the yield expression 
must include a factor to account for utilization of the Umiting substrate 
for maintenance. 

In this relationship Y is a yield constant in terms of the grams of substrate 
utilized per gram of cells produced, assuming no maintenance require
ment, and r is the grams of substrate utilized for maintenance per gram 
of viable cells. 

Structured G r o w t h Models. A number of workers have suggested 
that growth models should be structured to include age distribution data 
(14, 15, 16, 17). The concept of age is most difficult to visualize with 
cells undergoing binary fission except for the idea of age i n terms of the 

X = - Y S (5) 

S = - y - rX (6) 
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634 CHEMICAL REACTION ENGINEERING 

time since division. On the other hand yeast, which bud and scar when 
the bud breaks away from the mother cell, can be identified i n terms of 
age by counting the number of bud scars. Table I compares some scar 
distribution data for yeast grown in continuous culture at various dilution 
rates with the ideal scar distribution. Ideal distribution would occur when 
the rate of budding is constant and independent of the number of scars. 

The data tend to indicate that near ideal distributions are achieved at 
al l growth rate conditions. Deviations from ideal distribution may be 
caused by a physical selection mechanism that operates on the exit stream. 
There is very little encouragement from these results to include an age 
distribution parameter in cell culture models. However, Herbert and 
others (19, 20, 21) (see Figure 3) have shown that there are distinct 
compositional changes in cells depending upon the environment and the 
rate at which they are grown. This has led a number of workers (7, 11, 
14, 15, 16) to evolve models for cellular activities that are "structured." 
Various cell components have been used to represent different cellular 
capabilities. For example, R N A concentration is taken as indicative of 
the cell's capability for enzyme synthesis. Protein concentration is taken 
to indicate the cellular enzyme concentration. Such models undoubtedly 
w i l l prove useful in correlating cellular activities with productivities. 

Mixed Culture. Mixed culture systems are receiving considerable 
attention these days because of problems in biological waste control where 
naturally occurring mixed culture systems are utilized ( I I ) . Also, in the 
behavior of estuary microflora, prey-predation systems are at work. 

The prey-predator system can be described by the following set of 
equations 

8 = ^ + S0D0 - SD (7) 
* ι 

X1 = Μ Ί - XiD - ^ (8) 

1 2 

X 2 = μ 2 Χ 2 - DX2 (9) 

μι = /OS) (10) 
μ 2 = f(Xi) (11) 

where S is the concentration of growth limiting substrate for the prey pop
ulation, Χ χ is the prey concentration, μι is the specific growth rate of the 
prey, Y i is the yield of prey per unit of substrate consumed, X 2 is the pred
ator concentration, μ2 is the specific growth rate of the predator, Y 2 is the 
yield of predator per unit of prey consumed, DQ is the entering flow rate 
per unit system volume, and D is the leaving flow rate per unit system 
volume. 
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10. H U M P H R E Y Kinetics of Biosystems 635 

Table I. Scar Distribution Data for a Growing System (18) 

Dilution Rate, hr~l 

Number of Scars Ideal 0.11 0.2 0.3 

0 50 57.9 59.1 56.5 
1 25 17.3 18.2 18.8 
2 12.5 10.1 9.1 11.3 
3 6.25 6.1 5.5 5.0 
4 3.125 3.6 3.1 3.1 

>4 3.125 4.7 5.0 4.1 

When the prey growth rate is directly proportional to the substrate 
concentration and the predator growth rate is directly proportional to the 
prey concentration—i.e., 

μ ι = a(S) (10a) 

μ 2 = (Ha) 

and a and b are constants, then Equations 7 through 9 yield the classical 
prey-predator model of Lotka-Volterra. This model can, under certain 
conditions, exhibit undamped oscillating behavior (14, 22, 23). Such 
behavior has been demonstrated experimentally by several investigators 
(12, 23, 24, 25). One such system involves Colpoda stenii feeding on 
E. coli (23) which is growing on a growth-limiting carbon substrate. 

AMOUNT 

Figure 3. Compositional changes in cells continuously 
cultured on an energy-limiting substrate 
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636 CHEMICAL REACTION ENGINEERING 

The general set of equations for mixed culture growth involve: 

S = ^ + S0D0 - SD (7) 
* ι 

Xx = μχΧχ - XJ) (8a) 

X 2 = μ 2 Χ 2 - XJ) (9a) 

and 
X n — μηΧη ~~ X nD 

μ η = / ( S 1 , X 1 X n - i , / ) (12) 

The growth rate μη, of any species, n, could be enhanced, inhibited, or 
not affected by any of the other species. Depending upon the particular 
model used to express the growth rate—i.e., the form of Equation 12—it 
is possible to have competition, mutualism, commensalism, or amensalism. 

Product Formation. Many models have been proposed for the pro
duction of various useful metabolites utilizing cellular activities. Three 
of these models have been reasonably useful in expressing the behavior 
of simple systems. These are the (1) growth associated model, (2) non-
growth associated model, and (3) combined model. 

When a substrate is converted stoichiometrically to a single product, 
P, one may relate the rate of product formation to the rate of growth by 
a simple constant, <*, analogous to a yield constant—i.e., 

Ρ = αΧ (13) 

This is the so called growth associated model. 
For cases where the rate of product formation depends only on cell 

concentration—i.e., the cell has a constitutive enzyme system that con
trols the product formation rate—then 

Ρ = βΧ (14) 

β is a proportionality constant, similar to the activity expression for an 
enzyme. It can be thought of as representing so many units of product-
forming activity per mass of cells. 

In 1959 Luedeking (26), proposed that Equations 13 and 14 could 
be combined to express the productivity of organic acid fermentations 
(26). 

Ρ = «X + βΧ (15) 
or 

μ„ = Ρ/X = αμ χ + β (15a) 
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10. HUMPHREY Kinetics of Biosystems 637 

where μρ is the specific product formation rate, and μ.χ is the specific cell 
growth rate. Luedeking and others have successfully applied this model 
to both batch and continuous organic acid fermentations (10, 26, 27, 28, 
29, 30). Figure 4 illustrates the behavior of the three models. 

A more complicated use of the combined model has been made by 
Kono and Asai (29, 30), who treated the constants α and β as variables, 
having discrete and particular values for each of four phases of batch 
growth. These were lag, exponential, constant, and declining growth 
phases. Terui (JO) has developed a series of kinetic models for enzyme 
production by microorganisms. These models consider such factors as 
preferential synthesis, salvage synthesis, and repression-derepression rela
tionships. Perhaps the most elegant models, from a mathematical point 
of view, are those from the work of Ramkrishna, Fredrickson, and Tsu-
chiya ( 16). They evolved a number of models that consider such factors 
as cell age, cell structure, and function of the various cellular components. 
However, it is difficult to evaluate the constants in the models. Industrial 
experience with several antibiotic fermentation systems indicates that the 
most useful models w i l l be those that involve environmental factors such 
as temperature, p H , dissolved oxygen, concentrations of inhibitors, re
pressors, and inducers, etc. because these can be used in computer con
trolled feedback loops on the process. 

Kinetics of Death. Both the deterministic and probabilistic approach 
to modeling the death of microorganism can be found i n the literature 
(7,31,32). Prokop and Humphrey (32) have written an extensive review 
on the various models. While the probabilistic model is certainly more 
exact, the uncertainties in the kinetic parameters of death for most 
microbial cultures, particularly those for mixed populations, do not war-

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

10



638 CHEMICAL REACTION ENGINEERING 

rant the extra complexity of the probabilistic models. For most steriliza
tion practice design, the deterministic model is a good approximation. 

For vegetative cell systems, the death kinetics can be expressed as 

ki 
V-^D (16) 

or 
— V = + D = kxV (17) 

where V is the viable cell concentration, D is the dead cell concentration, 
and kx is the specific death rate constant. This is the so-called exponential 
death relationship. It applies to most vegatative cell death regardless of 
whether the death is caused by moist heat, dry heat, electromagnetic 
radiation, or chemical disinfectants. 

Organisms that form spores present a different death behavior pat
tern. Spores often die in a non-exponential fashion. Different investi
gators (32, 33) have suggested that both a resistant state, R, and an 
intermediate sensitive state, S, are involved. Several of these models are 
listed below. 

Humphrey Model (32): 

\r kX 

R > S > D, X r > ki (18) 
both R + S are viable, SQ = 0 

= ̂ ~rj-1 ( e x P " £ e x P (19) 

Tervi Model (83); 

R >S 

k2 \ Y kx , fci > k2 (20) 
D 

both states R + S are viable 

β I ο — T r — Ts 
ο "T 0 0 

γ Γ (*ι - k2) K2 — k2 + X r — ki 

P t g = K2 exp [ - (λ Γ - k2)t] + (1 - K2) exp ( — kit) (21) 
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10. H U M P H R E Y Kinetics of Biosystems 639 

Brannen model (34): 

(22) 

V = viable + reproducing cells 

Ν = viable but non-reproducing cells 

V_ 

V0 ki + /c_i 
1 

exp ( — k2t) {ki exp [( — ki + k-i)t] — k-i} (23) 

Conditions have been reported where each of these models appears 
to fit. Perhaps spores are so constituted that various environmental 
conditions can produce situations represented by each model. 

Enzyme Systems 

Reacting enzyme systems can involve enzymes in several forms. 
These are 

(1) Coupled and sequential reactions such as one finds in living 
system. 

(2) Purified enzymes in a homogeneous state. A n example would 
be an enzyme such as cellulose held within a staged ultrafiltration reactor 
and catalyzing the hydrolysis of starch. 

(3) Enzymes adsorbed on inert materials and used in repeated 
batch or column operation. 

(4) Entrapped enzymes which are held within a polymer matrix 
such as an acrylamide gel. 

(5) Insolubilized enzymes which are chemically bound to an inert 
porous matrix such as glass. 

The kinetic behavior of the enzyme systems are similar to many of 
the non-biologically catalyzed chemical systems. Both homogeneous and 
heterogeneous systems occur (2,22, 35-43). 

Simple Enzyme Kinetics. A simple kinetic model for enzyme-sub
strate interaction that has been particular useful is that proposed by 
Michaelis-Menten ( J ) . In this model the enzyme (E) reversibly com
bines with substrate (S) forming an enzyme-substrate complex (ES) 
which irreversibly decomposes to form product (P) and free enzyme—i.e., 

If the substrate concentration is much greater than the enzyme concen
tration—i.e., S 0 > > E 0 — a n d if the decomposition of the enzyme-sub
strate complex is the rate-limiting step—i.e., k+s > > K+p—then 

Ε + S<==±ES 
k-s 

Ε + Ρ (24) 
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640 CHEMICAL REACTION ENGINEERING 

Ρ = S = k+p (ES) (25) 
or 

k+pEa(S) k+pEa(S) 
Ρ — — \ΔΌ) 

k-s + k+p , / ς Λ KM + (S) + (S) 

where F is the velocity of the reaction, and k+p E0 is the maximum 
possible velocity of reaction. The reaction velocity is related linearly to 
the enzyme concentration. 

Usually k+p < < k.8y then 

j£ _ k+p H~ k—s j_ 1 k—s (27) 
k+8 ' Keq k+8 

This relation between substrate and reaction velocity is shown in Figure 5 
and is mathematically expressed as 

• - Î O T < 2 8> 

where υ represents the reaction velocity and vmax represents the maximum 
reaction velocity. 

Magnitude of KM for Enzymes. In general KM for the respiratory 
enzymes, those associate with sugar metabolism, is lower than KM for 
the hydrolytic enzymes, those associate with primary substrate attack. 
The table below gives some typical data for a variety of enzymes. 
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10. HUMPHREY Kinetics of Biosystems 641 

Table II. KM for Various Enzymes 

Enzyme Substrate KM, Molarity 

Maltase maltose 2.1 Χ 10" 1 

Sucrase sucrose 2.8 X 10~2 

Phosphatase glycerophosphate 3.0 X 10~3 

Lactic dehydrogenase pyruvate 3.5 X 10~5 

Complex Systems. Often, even an apparent one-step enzyme system 
does not follow Michaelis-Menten behavior. In certain systems such as 
the enzymatic oxidation of glucose to δ-gluconolactone, a regeneration of 
the enzyme step is involved (45). 

ki k2 

E0 + S <=± EQS -> Er + S-lactone (29) 
k-i 

Er + 0 2 -> E0 + H 2 0 2 (30) 

where EQ is the oxidized form of enzyme and Er is the reduced form. 
Stop-flow experiments have shown that at p H = 5.6 and 25 °C the 
observed apparent rate constant, fcapP, for the appearance of lactone, could 
be represented by the following model (45). 

k^p
 = k2

 + + kMG] ( 3 1 ) 

A:_i + k2 

where [ 0 2 ] is the dissolved 0 2 concentration i n the reacting system and 
[G] is the glucose concentration. 

Enzyme Inhibition. Two common kinds of inhibition that occur in 
enzyme systems are (1) competitive or substrate analog inhibition and 
(2) reversible noncompetitive inhibition. 

The competitive inhibition can be depicted by 

EI (inactive) 

±S ES > Ε + Ρ (32) 
and 

k+i 
EI <=> Ε + I (33) 

k-i 
where 
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642 CHEMICAL REACTION ENGINEERING 

(no inhibitor) 

REACTION 
VELOCITY 

ν 

S= CONSTANT 

Ο K j ( I ) 

INHIBITOR CONCENTRATION 

Figure 6. Effect of inhibitor on enzyme kinetics 

This model leads to a reaction rate expression of the form 

flmaxOS) 
V = 

KM + (S) + (I) 

(35) 

This type of inhibition is frequently found in reactions where the product 
inhibits the enzyme. A n example is glucose which is a competitive 
inhibitor of the action of invertase on sucrose. 

The second kind of inhibition commonly encountered i n enzyme 
systems is the reversible noncompetitive type. This can be depicted by 

' y,EIS • EI + S (36) 

Ï 
E+P 

This model leads to a reaction rate expression of the form 

ν = 
.OS) 

KM + (S) 
Γ Ί 
IK, + (D_ 

(37) 

The effect of inhibitor on the enzyme kinetics is shown i n Figure 6. This 
kind of inhibition is typical of the product inhibition effect of organic 
acids such as acetate, propionate, and lactate on the hydrolytic enzymes. 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

10



10. H U M P H R E Y Kinetics of Biosystems 643 

Effect of Temperature and pH. Enzyme systems exhibit both tem
perature and p H optimal. The reason for the temperature optimum is 
that above a certain temperature the enzyme begins to exhibit appre
ciable rate of inactivation. One advantage to insolubilized systems is 
that this temperature optimal can be shifted to higher temperatures owing 
to a more stable character of the enzyme (42, 46). Since enzymes are 
ampholytes—i.e., they have both acidic and alkaline groups—it is not 
surprising that p H has a pronounced effect on enzyme activity (47). 
However, what is frequently surprising is the narrow p H range over 
which the enzyme is active and how widely the p H optimal varies be
tween enzymes. Table III compares the p H optimum for several repre
sentative enzymes. 

One of the many difficulties with modeling and optimizing enzyme 
systems is the interaction between the environmental variables such as 
temperature and p H . Temperature changes w i l l , for example, shift the 
p H optimum of an enzyme reaction. This is illustrated by the p H activity 
curve of wheat /^-amylase at various temperatures (see Figure 7) . 

Behavior of Crude Enzyme Preparation. When enzymes are used in 
a crude non-purified form or when they are used as dried whole cell 
preparations, peculiar kinetics are exhibited. A n activity history typical 
for a crude glucose oxidase preparation is illustrated in Figure 8. 

Table III. pH of Maximal Enzyme Activity (44) 

Enzyme pH Optimum 

Pepsin 2 
Glutamic acid decarboxylase 6 
Salivary amylase 7 
Pancreatic carboxypeptidase 8 
Arginase 10 

100 

% 60 
OPTIMUM 
ACTIVITY 

20 

3 4 5 6 7 

PH 

Figure 7. pH-activity curve for wheat β-amylase 
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644 C H E M I C A L REACTION ENGINEERING 

This is characterized by three distinct periods: (1) an initial period 
in which induction of the activity is necessary, (2) a period of relatively 
constant activity, and (3) a final period of exponential decay. W h y crude 
enzyme preparations have these peculiar activity histories is not always 
clear. In some instances metal poisons may be reacting with non-active 
site portions of the enzyme before they react with the active site. In 
other cases degradation of non-essential portions of the enzyme molecule 
may occur before essential portions. 

RELATIVE 
ACTIVITY 

TIME, hrs 

Figure 8. Activity history of a crude glucose oxidase 
preparation 

Behavior of Adsorbed Enzyme Systems. In the case of enzymes ad
sorbed to an insoluble matrix, equilibrium is usually established between 
the adsorbed or attached enzyme and the free enzyme. When enzyme in 
this form is used in repeated batch processes where the solution is drawn 
off in each run, there is a constant fractional loss of enzyme per batch 
run. This loss can be expressed by 

AE per batch = - kBE (38) 

where Ε is the total enzyme concentration or activity in the batch reactor 
and kB is the fractional enzyme loss per batch. This latter may be ex
pressed by 

** = [ f / ( f + ( 3 9 ) 

where D is the equilibrium coefficient for the distribution of the enzyme 
between the inert matrix and solution phases, V is the amount of solution 
phase, M is the amount of inert matrix phase in the reactor, and w is the 
fractional amount of solution added or withdrawn in each repeated 
operation. This relation is depicted by Figure 9. 
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10 

log — 

10 

Batch Number 

Figure 9. Repeated batch catalysis with an adsorbed 
enzyme system 

The interesting feature of these adsorbed enzymes systems is their 
mixed function catalytic action. The free enzyme in solution is essen
tially homogeneous, while the catalytic action of enzyme adsorbed on the 
matrix is heterogeneous—i.e., it can be pore diffusion limited, film dif
fusion limited, and/or reaction rate limited. 

NON-POROUS / 
SOLID / 

/ 

1 
POPOUS 
SOLID λ-/7\ 

4 < D 
BULK 
SOLUTION 

Figure 10. Insoluble enzyme systems 
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0 I 2 

1/ ( ) 
* μ mole/ ml ' 

Figure 11. Non-porous solid bound enzyme kinetics (Line-
weaver-Burk plot) 

Behavior of Insoluble Enzymes. From a kinetic point of view insol
uble enzyme systems have two important forms: (1) enzyme bound to the 
surface of a non-porous solid, and (2) enzyme bound within a porous 
solid. These forms are illustrated in Figure 10. 

The case of the non-porous solid bound enzyme systems is approxi
mated by systems in which the enzyme is bound on a membrane surface, 
in a very open and thin membrane, or on a smooth glass wal l surface. 
The porous, solid bound enzyme systems are representative of those i n 
which the enzyme is bound to porous ( pore size = 500 to 1000 A ) amino-
alkylsilane glass beads through a diazotization reaction. 

In the non-porous system the reaction rate can be controlled by one 
of three steps: (1) diffusion of the substrate to the enzymatically active 
surface from the bulk of solution, (2) enzymic reaction at the surface, 
or (3) diffusion of the reaction products back into the bulk of solution. 
Sharp and L i l l y (42) have suggested that the approximate behavior of 
such system can be represented by 

N » = ς JV^fi F (40) 

where N8 is the molar flux of substrate at the boundary layer, vmtLX = 
maximum specific activity of enzyme, E8 is the surface unit concentration 
of enzyme, SB is the bulk concentration of substrate, ΔΧ is the diffusional 

Pu
bl

is
he

d 
on

 A
ug

us
t 1

, 1
97

4 
on

 h
ttp

://
pu

bs
.a

cs
.o

rg
 | 

do
i: 

10
.1

02
1/

ba
-1

97
2-

01
09

.c
h0

10



10. H U M P H R E Y Kinetics of Biosystems 647 

boundary layer thickness and D8 is the substrate diffusivity. This equation 
leads to results of a type shown in Figure 11, a Lineweaver-Burk plot. 

The Lineweaver-Burk plot is used by all enzyme workers to obtain 
the kinetic constants for enzyme reactions. However, Sharp and L i l l y 
concluded that linear extrapolation of a Lineweaver-Burk plot cannot be 
used with insolubilized enzyme systems to obtain directly the kinetic 
constants u m a x and KM since the plot depends on flow conditions. 

For enzymes bound to a porous solid, a more complicated situation 
results. The reaction rate can be controlled not only by the reaction and 
diffusion in the boundary layer but also by the diffusion rate within the 
pore. 

Explicit solutions for this problem cannot be obtained. Rather, as in 
typical heterogeneous catalysis, an effectiveness factor can be defined 
for the reaction in terms of the ratio of the actual reaction rate to the 
rate at which the reaction would proceed if there were no diffusional 
limitations. Difficulty arises from the fact that while the kinetic constants 
can be obtained for the free enzyme in solution, it is not clear just how 
these values change once the enzyme is bound. Preliminary experiments 
indicate that the binding step—i.e., the k 8 / k . s ratio in Equation 24—is 
greatly affected. What is needed is experimentation with enzymes bound 
at non-porous surfaces and reacting in high velocity flows where the 
boundary layer is essentially zero. This raises an important question, 
however: w i l l high shear fields damage or otherwise inhibit enzyme 
reactions and provide still another kinetic consideration in these systems? 

Enzymatic Action on Large Polymeric Surfaces. A n interesting 
category of enzyme reactions is that represented by attack of enzyme on 
large polymeric surfaces. A n example is the attack of egg lysozyme on 
the surface of a gram positive microorganism causing the cell to lyse. 
In this case the enzyme is causing the hydrolysis of the bond between 
the 1-carbon and bridge-oxygen of such cell wall polyglucosides as poly-
(n-acetyl glucosamine) and oligomers of N-acetylmuramic acid. 

The reaction is inhibited by the products—i.e., the small polymers 
and the monomer. The kinetics can be described by 

where (S) denotes the cell wal l substrate, and h represents the various 
low molecular weight product inhibitors. Table I V illustrates how the 
reaction rate is affected by the various molecular weight products. 

This appears to be an interesting kinetic problem. Optimization of 
this reaction w i l l be important to the economic recovery of protoplasmic 
protein and intracellular enzymes from single cells. 
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Table IV . Specific A c t i v i t y of Lysozyme 

Substrate Relative Rate KMy Molarity 

iV-acetylglucosamine ( N A G ) 0 5.0 X 10~2 

d i - N A G 0.003 1.8 X 10~4 

t r i - N A G 1 6.6 X 10~6 

t e t r a - N A G 8 9.5 X 10~6 

p e n t a - N A G 4000 9.4 X 10~6 

h e x a - N A G 30,000 6.2 Χ 10" 6 

Oscillatory (Dynamic) Systems 

Oscillatory behavior in biological systems is quite common. It can 
be caused in cellular populations by combinations of competition and 
commensalism or amensalism or by prey-predator situations (12, 23, 24, 
25). In single cellular systems it can also be caused by feed back or feed 
forward control of key enzyme systems (9, 48). Higgins has presented 
a very detailed theoretical discussion of the subject (22). 

One such oscillatory behavior is the genetic-metabolic control model 
by Jacob and Monod (20) 

amino acid pool 

activation 

substrate 

gene 
-> enzyme 

repression 

-> metabolite 

However, this control can act directly without gene regulation by 
back activation (Equation 43) or forward inhibition (Equation 44) of 
an enzyme in the reaction train. 

activation 
(43) 

inhibition 

(44) 

The Lotka-Voltera prey-predator model could be depicted as a back 
activation of hosts ( H ) on substrate (S) and of predator (P) on host. 

activation activation 
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10. H U M P H R E Y Kinetics of Biosystems 649 

Single cell systems can also exhibit oscillatory behavior. Pye (9, 48) 
has shown by the use of a fluorescence trace of D P N H 2 i n a buffered 
yeast cell suspension, that upon feeding 100 mmoles of glucose and pro
ducing an anaerobic state, damped oscillation in the D P N H 2 content 
arise. H e has suggested that glycolytic flux pulses probably arise from 
alternate activation and inactivation of phosphofructokinase. 

E p F K 

F 6 P — — > F D P 

A T P 0 -̂~ A D P 
Detailed studies of these oscillatory biological systems certainly 

present a challenge if one is to understand control systems that operate 
within cellular systems and if population dynamics of waste reactors and 
estuaries are to be predicted. 

Summary 

The kinetics of biological systems offer an array of systems and 
mechanisms at least as vast in their diversity and probably more complex 
than strictly chemical systems. As an area of study it presents a real chal
lenge to the chemist and chemical engineer. 
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Contributed Papers 

The Generation of Continuous Oscillations in Biochemical 
Reaction Sequences 

E. KENDALL PYE, Biochemistry Department, University of Pennsylvania 
Medical School, Philadelphia, Pa. 19104 

In the living cell primary metabolites are converted to final end 
products by a sequence of relatively simple reactions in which the product 
of one reaction is the substrate for the next reaction in the sequence. The 
behavior of such a reaction sequence and the mechanism by which it is 
controlled is, of course, determined by the characteristics of the individual 
reactions involved. Without exception all important reactions in metabo
lism are mediated by enzymes, and for this reason their kinetic charac
teristics are very different from simple non-catalyzed reactions. Most 
enzymatic reactions display simple Michaelis-Menten type kinetics in 
which the velocity of the reaction, at high substrate concentrations, is 
asymptotic to a certain maximal velocity. Other enzymatic reactions— 
those mediated by K-type allosteric enzymes—have a sigmoidal rather 
than a hyperbolic relationship between velocity and substrate concentra
tion, indicating cooperativity in the binding of substrate molecules to the 
enzyme. The affinity of the enzyme for the substrate molecule, and there
fore the velocity of the reaction, can be enhanced or decreased by the 
binding to the enzyme of small molecule "effectors," which are usually 
metabolites. Effectors can also control the activity of V-type allosteric 
enzymes, but in this case cooperativity of substrate binding is not ob
served, and the presence of effectors either increases or decreases the 
maximal velocity of the reaction. 

Apart from the remarkable control properties of allosteric enzymes 
the relative reversibility of enzymatic reactions plays an important role 
in the regulation of flux through reaction sequences. For readily re
versible reactions the build-up of product w i l l lower the net forward 
velocity of the reaction, but, on the other hand, the physiologically 
"irreversible , , reactions are essentially unaffected by product accumula-

651 
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652 CHEMICAL REACTION ENGINEERING 

tion. This feedback inhibition by mass action effect is an important 
feature of control within enzymatic reaction sequences and is the major 
effect determining that in the steady state the velocity through each 
individual reaction is the same as through the sequence as a whole. 

Most reaction sequences in metabolism consist of many different 
types of individual enzymatic reactions ranging from the readily re
versible to the practically irreversible and from the simple Michaelis-
Menten type to the allosteric type. W e have studied the glycolytic 
pathway in the yeast S. carhbergensis to observe how a typical metabolic 
reaction sequence behaves when perturbed from a steady state and to 
determine its particular control characteristics. This reaction sequence, 
shown in part in Figure 1, converts glucose to pyruvate by a series of 10 
enzymatic reactions which involve both allosteric and Michaelis-Menten 
type enzymes as well as highly reversible and "irreversible" reactions. 
Pyruvate can be converted further to ethanol via the intermediate 
acetaldehyde. Among the features of this pathway which makes it a 
convenient model system is that it occurs entirely within an apparently 
homogeneous phase within the cell (the cytoplasm), and the concentra
tion of a cofactor in the sequence ( D P N H ) can be monitored continu
ously and non-destructively within the cell and in cell-free extracts by 
optical methods (both absorption and fluorescence). 

2 Fthnnnl Ρ Acetaldehyde<— ^ 

DPN DPNH I 

Glucose^^G6P; F6P^^j^FDP~ "|pHTd-^ 2 ( > , 3 ^ G A ) ^ ^^(3PGA) 

ATP ADP ATP S-ADP Θ 2ADP 2ATΡ 

Figure 1. Major portion of the glycolytic reaction sequence in yeast. Hexo-
kinase (HK), phosphofructokinase(PFK), and pyruvate kinase (not shown) cata
lyze essentially irreversible reactions. Most of the other reactions are readily 

reversible. PFK is allosterically activated by its product ADP. 

When intracellular D P N H is monitored by fluorescence in a suspen
sion of yeast cells in aerobic buffer (Figure 2) , the D P N H concentration 
is low. (Fluorescence in this case measures the relative changes in 
D P N H concentration rather than absolute values). When glucose (100 
m M ) is added to the cells, there is a rapid increase in the D P N H con
centration, then a slight fall , followed by an approximate steady state. 
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1 \ 1 Λ f\ Λ Λ Λ Λ Γ Λ / \ Λ- Λ Λ -1 Ψ !\Λ \!\Ι ΑΛ Α Α Α Λ Α/ 1 Ψ !\Λ \!\Ι Α/ 
V -
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1 J DPr 
• t Imin DPr 

1 
° 2 0 

Figure 2. Record of the DPNH concentration, monitored by fluorescence, in 
a suspension of yeast cells, in buffer, at 25°C. Time proceeds from left to right. 

The trace only shows relative changes in DPNH concentration (see text). 

The sharp increase observed on adding glucose is caused by an increased 
flux through the glycolytic sequence giving rise to an increased rate of 
D P N H production. The slight fal l possibly represents the stimulation of 
the alcohol dehydrogenase reaction, which is one of the reactions utilizing 
D P N H , by the slightly delayed appearance of the second substrate of 
this reaction, acetaldehyde. The steady state in the D P N H concentration 
indicates a balance between the reactions generating D P N H and those 
reactions utilizing it. 

This steady state of D P N H concentration is relatively short l ived 
because the cells, which are respiring, eventually exhaust the oxygen from 
the surrounding medium and become anaerobic. The onset of anaerobio-
sis causes a marked increase in the flux through glycolysis (the Pasteur 
effect), and D P N H oxidation by the mitochondria ceases. Figure 2 
shows that the onset of anaerobic conditions in the yeast suspension is 
accompanied by a sharp increase in the D P N H concentration which then 
proceeds to oscillate with a relatively stable period of approximately 35 
sec. The train of cycles is sustained (24 cycles in all) and does not show 
continuous damping except over the last nine cycles. Two essentially 
independent pools of D P N H occur in yeast, cytoplasmic and mitochon
drial, but considerable evidence indicates that it is the glycolytically 
associated cytoplasmic pool which is oscillating. Analysis has shown 
that all the intermediates in the glycolytic reaction sequence oscillate 
with the same frequency as the D P N H but not necessarily i n phase with 
it, nor with the same relative amplitude. Assays of the major end products 
of anaerobic glucose metabolism ( C 0 2 and ethanol) demonstrate that the 
oscillations are accompanied by a pulsing of the glycolytic flux with the 
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654 CHEMICAL REACTION ENGINEERING 

period of rapid product formation occurring during the top half of the 
D P N H cycle and the slow rate of product formation (approximately 
20% of the fast rate) occurring during the bottom half of the cycle. 

Theoretical studies of the behavior of enzymatic reaction sequences 
have shown that oscillations can occur when negative feedback loops 
exist in the sequence, but it has also been shown that sustained oscilla
tions can only be generated in such a system when there is a significant 
number of intermediate reactions between the source and the site of the 
feedback and furthermore when there is a significant degree of coopera
tivity for the binding of the feedback substance. Examination of the 
phase relationships of the various oscillating intermediates indicates that 
this type of feedback system is not the mechanism for the glycolytic 
oscillations in yeast because the substrate fructose-6-phosphate ( F 6 P ) , 
and the product, fructose-l,6-diphosphate ( F D P ) of the phosphofructo-
kinase ( P F K ) mediated reaction appear to be approximately 180° out 
of phase—i.e., F6P is maximal when F D P is close to minimal and vice-
versa. This evidence indicates that the P F K reaction is the source of the 
oscillations which are generated by an alternate speeding up and slowing 
down of this reaction. Considerable evidence now indicates that the 
activity of the enzyme P F K is very much controlled by the level of the 
allosteric activator adenosine diphosphate ( A D P ) which is both an im
portant component of energy metabolism and a product of the P F K 
reaction. 

The mechanism which has been established experimentally for these 
glycolytic oscillations ( I ) and which was also predicted from analog 
computer studies (2) involves three essential features. These are (a) a 
product-activated reaction, (b) a relatively constant flux into this reac
tion which is lower than the velocity of the activated enzyme reaction 
but higher than the velocity of the deactivated enzyme reaction, and 
(c) an enzymatic reaction to remove the activator. For the glycolytic 
oscillations the product-activated reaction is the P F K reaction activated 
by A D P ; the feed-in reaction is the formation of F6P, via G6P, from 
glucose which apparently enters the cell at the correct velocity; and the 
removal of the activator, A D P , is accomplished by the enzymes pyruvate 
kinase and 3-phosphoglyceric acid kinase for which A D P is a substrate. 

Some interesting observations have arisen during this study. For 
example many different waveforms are possible, especially i n cell-free 
extracts which oscillate at a lower frequency than the intact cells. These 
different waveforms which range from almost square-wave type to pulsed 
type and even to double-periodic waveforms (3) probably arise because 
of variations in the velocity relationships between the three essential 
parameters just mentioned. 
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Further, there appears to be good evidence for a strong metabolic 
synchronization between individual yeast cells in the suspension. This 
was demonstrated by mixing two equal populations of yeast cells which 
were oscillating 180° out of phase ( I ) . If no metabolic synchronization 
occurred between the cells it was reasoned that the resultant oscillation 
from the combined population would be small or nonexistent. In reality 
after two cycles of lower amplitude the oscillations returned with ful l 
amplitude, indicating that al l the cells were oscillating in synchrony. 

A general conclusion from this study is that the control characteris
tics of a metabolic reaction sequence can be highly complex, especially 
when allosteric enzymes and feedback loops exist within that sequence. 
This complexity presumably provides living organisms with considerable 
flexibility in their metabolic response to various changes in environmental 
and physiological conditions. 

(1) Pye, Ε. K., "Biochemical Mechanisms Underlying the Metabolic Oscilla
tions in Yeast," Can. J. Botany (1969) 47, 271. 

(2) Higgins, J., "The Theory of Oscillating Reactions," Ind. Eng. Chem. (1967) 
59,18. 

(3) Chance, B., Pye, K., Higgins, J., "Waveform Generation by Enzymatic 
Oscillators," IEEE Spectrum (1967) 4, 79. 

Use of Glucose Oxidase in a Polyacrylamide Gel as a Fuel 
Cell Catalyst 

N . L . N A G D A , C. C. L I U , L . B. W I N G A R D , JR., Department of Chemical 
Engineering, University of Pittsburgh, Pittsburgh, Pa. 15213 

The development of suitable catalysts is a major problem in design
ing fuel cells. Oxidative enzymes are prime candidates, but the detailed 
methods of incorporating them into the electrode structure are critical 
design factors that remain to be evaluated. Since enzymes are water 
soluble and function essentially only in aqueous solution, an enzyme must 
be immobilized to keep it within the electrode assembly. Some of the 
resulting problems are electrode polarization caused by concentration 
gradients, possible changes in activity and kinetics of the immobilized 
vs. free enzyme, method for supplying enzyme cofactors, and the effi
ciency of electron transfer from enzyme to external circuit. 
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656 CHEMICAL REACTION ENGINEERING 

Table I. Measured Voltage at Constant Currents 
for Enzyme Electrode" 

Glucose/Lactone Half-Cell 
Constant dc Voltage, Reference Saturated 
Current, ma Calomel, volt 

6 -0 .74 
4 -0 .72 
3 - 0 . 70 
2 -0 .685 
1 -0 .66 
0 (extrapolated) —0.65 

α Phosphate buffer-lilf; pH-6.48; initial concentrations: glucose, O.OIM; lactone, 
0.01M; temperature-37°C. 

Glucose oxidase catalyzes the oxidation of β-D-glucose to D-glucono-
δ-lactone and the concurrent reduction of oxygen to hydrogen peroxide. 
The enzyme requires flavin adenine dinucleotide as cofactor. Drake and 
co-workers ( I ) evaluated a series of catalysts, including glucose oxidase, 
for the oxidation of glucose in a fuel cell reactor. They concluded that 
metal chelate or alloy catalysts showed more near term promise than did 
the enzyme. However, the inherent advantages of enzyme specificity and 
mild reaction conditions warrant continued work on this approach. 

The current obtainable in a glucose oxidase fuel cell is proportional 
to the rate of oxidation of glucose. Using a slightly simplified form of 
the kinetic sequence of Bright and Gibson (2), Wingard and L i u (3) 
calculated a current of 27 ma with concentrations of 5.5 X 10" 4 M glucose, 
8.6 X 10" 4 M oxygen, and 6 X 1 0 ' 9 M enzyme in an arbitrary working 
electrode volume of 10 ml . A t 100 times all of the above concentrations 
the calculated current was 540 ma. 

The work reported is part of a larger study to evaluate the effects 
of enzyme immobilization and electrode structure on the efficiency of an 
enzyme-catalyzed fuel cell. This portion of the study was designed to 
provide a basis of comparison for future evaluations of electrode variables. 
Glucose oxidase was trapped in a polyacrylamide gel-platinum gauze 
matrix, following the method of Hicks and Updike (4) . Pulverized sam
ples of the enzyme-gel mixture showed only about 25% the activity of 
the free enzyme, as determined in a Warburg unit. This discrepancy 
most likely was caused by incomplete trapping of the enzyme although 
the rate of oxygen transfer in the Warburg may have influenced the 
results. 

Constant current voltametry was used to evaluate the performance 
of the enzyme-gel electrode. This involved measuring the half-cell poten
tial of the glucose-gluconolactone reaction at constant current. Using a 
two-compartment Η-cell, a fixed dc current was passed between the 
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NAGDA E T A L . Fuel Cell Catalyst 657 

enzyme electrode and an auxiliary platinum electrode. The half-cell 
potential was read between the enzyme electrode and a reference satu
rated calomel electrode. The cell electrolyte consisted of a 0.01M solution 
each of glucose and of lactone, buffered at the desired p H . This pro
cedure was repeated at a series of constant currents and over a p H range 
of 3.2 to 10.3. 

Table I lists the measured potentials for the runs at p H 6.48 and 
37 °C. The change in voltage with increased current denotes additional 
concentration polarization. A t a current density of 1 ma/cm 2 (obtained 
at 4 ma) the measured voltage of —0.72 agreed fairly wel l with the 
value of —0.62 obtained by Drake (J) using a platinum foil electrode 
and the same reactants. Extrapolation of the data in Table I to zero 
current gave an open-circuit voltage of —0.65 volt. This compared 
favorably with a value of —0.68 volt calculated from the Nernst equation. 

# a t x = Eat7 -0.0133 In [flucQSe] - 0.061 (pH - 7) 
[lactone] 

where E&tx — half-cell potential at desired p H , referenced to a satu
rated calomel electrode 

E a t 7 0.605 volt at p H 7 
[glucose] — 0.01M 
[lactone] = 2.7 X 10~6 molar at p H 6.48 and initially 0.01M 

The initial lactone concentration was corrected for hydrolysis to gluconic 
acid and subsequent dissociation of the acid. 

Table II. Zero-Current Voltages 

Extrapolated from Calculated from 
Electrolyte Experimental Data, Nernst Equation, 

pH volta volt" 

3.2 -0 .50 -0 .40 
4.45 - 0 . 5 7 -0 .50 
5.45 -0 .61 -0 .59 
6.48 - 0 . 6 5 - 0 . 6 8 
7.2 -0 .73 -0 .74 
7.38 -0 .71 -0 .76 
7.61 -0 .74 -0 .79 

10.3 -0 .89 -0 .96 
α = Reference to saturated calomel electrode. 

Table II lists the measured (extrapolated) and calculated zero-
current potentials over the p H range 3.2 to 10.3. The experimental data 
gave essentially a linear plot with a slope of 0.06 compared with a slope 
of 0.08 for the calculated values. The experimental and calculated values 
agreed within 12% over the p H range of about 4.0 to 10.0. Since the free 
enzyme has its maximum activity at p H 5.6 and retains at least 50% 
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658 CHEMICAL REACTION ENGINEERING 

of this activity over a p H range of 3.0 to 7.5, the agreement between 
experimental and calculated voltages is good over the p H range of 
expected enzyme activity. As expected, the experimental (extrapolated) 
zero-current values were independent of the amount of enzyme in the 
electrode. 

The results indicate that considerable concentration polarization 
would be expected with a fuel cell using the enzyme-gel electrode 
described herein. However, the objectives of demonstrating the suit
ability of constant current voltametry and of establishing a reference 
level for comparison of subseqeunt changes in enzyme—electrode vari
ables have been met. 

(1) Drake, R. F. et al., "First Annual Summary Report Implantable Fuel Cell 
for an Artificial Heart," U.S. Govt. Rept. PB-177-695 (1968) 1-127. 

(2) Bright, H. J., Gibson, Q. H., "The Oxidation of 1-Deuterated Glucose by 
Glucose Oxidase," J. Biol. Chem. (1967) 242, 994-1003. 

(3) Wingard, Jr., L. B., Liu, C. C., "Development of a Glucose Oxidase Fuel 
Cell," Proc. Intern. Conf. Med. Biol. Eng., 8th, Chicago, July 1969. 

(4) Hicks, G. P., Updike, S. J., "The Preparation and Characterization of Lyo
philized Polyacrylamide Enzyme Gel for Chemical Analysis," Anal. 
Chem. (1966) 38, 726-730. 

Bioenergetic Analysis of Yeast Cell Growth 

SHUICHI AIBA and MAKOTO SHODA, Institute of Applied Microbiology, 
The University of Tokyo, Tokyo, Japan 

Biochemical reaction kinetics have been discussed mainly from two 
contrasting approaches. One is the engineering approach, which pays 
particular attention to the macroscopic rates of cell mass synthesis and 
metabolite production. The other is the biochemical approach, which 
deals principally with enzymatic pathways in vivo and/or in vitro. Since 
the gap between the two aproaches should not be left untouched, further 
experimentation and theoretical consideration are needed to elucidate 
the kinetic nature of biochemical reactions. 

Using a respiration-deficient mutant of baker's yeast, we obtained 
data for Equations 1 and 2 which showed non-competitive inhibition of 
the fermentation by ethanol (I ) : 
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dX _ μ 0 S 
~dt ~ 1 . v ' KS + S 

1 + — 
^ Κ Ρ 

dp _ Vo S 
dt _p_ K'S + S 

A V 

X (i) 

X (2) 

To apply these rate equations to the aerobic cultivation of a wi ld 
strain of baker s yeast, another equation on the rate of sugar consumption 
is required. Amount of A T P , ΔΑΤΡ which w i l l be produced as energy 
when sugar is consumed, can be subdivided into two terms relevant to 
respiration and fermentation. 

Δ A T P = ( Δ Α Τ Ρ ) Κ + (ΔΑΤΡ) F (3) 

Assuming that the value of Y A T P is constant, Equation 3 can be arranged 
as follows : 

AX = A X R + AXF (4) 

Equation 4 suggests that the cell material synthesized as a result of 
consumption of a specific amount of sugar (energy source) is also sub
divided into the cell formed by the energy originating from respiration 
and the material ascribable to fermentation. Equation 4 is rearranged to: 

dX _ dXn _|_ UXF ^ 
dt dt dt 

Regarding the substrate consumption rate, the following equation is 
derived from the concept mentioned previously. 

dS C?ASR ^ dSF 

dt dt dt 

To demonstrate the relationship between the corresponding terms 
in the right-hand side of Equations 5 and 6, the conversion efficiencies, 
(Y*/«)R, (Y*/e)p, ( Y P / * ) F , and (YP/S)F are defined below. 

dX 
dt 

- " - 4 - f - ( - £ ) ] 

= ( F * / s ) R [ - f - { ( Ϊ Λ ) ; · * } ] W 
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660 C H E M I C A L REACTION ENGINEERING 

dX? _ 1 dp 
~df = ( Y P / X ) F ' ~dt 

= {Yx/s)f ' wbh ' t (8) 

Substituting Equations 7 and 8 into the right side of Equation 5 and 
rearranging, 

_dS= 1 VdX ((Yx/s)R ~ (YM dp] ( q ) 

dt (Yx/S)n Idt ( Y P / S ) F f d t ] w 

If the application of the previous kinetic equations (i.e., Equations 1 
and 2) to the aerobic cultivation of the yeast cells in batch is acceptable, 
Equations 1, 2, and 9 should represent the aerobic pattern. 

The values of the various empirical constants in Equations 1, 2, and 
9 were determined separately by referring to experimentation. 

(a) μ 0 = 0.497 h r - 1 

Ks = 14.2 grams/liter 

(b) v 0 = 0.216 h r - 1 

K's = 28.4 grams/liter 

Batch cultivation of the w i l d strain of bakers yeast was preceded 
by a continuous culture (chemostat) using molasses (fermentable sugar 
— limiting substrate) as the carbon source to determine μ0, K8y v0, and 
K'8. The continuous preculture was suspended to transfer the cells to 
the catch culture, whose initial medium composition was exactly the 
same as that of the fresh medium in the chemostat. 

(c) Kp = 55 grams/liter 

K'p = 12 grams/liter 

These values were taken from previous work in which glucose in
stead of molasses was used as the carbon source ( I ). 

(d) (1 7 I/S)R = 1.62 

0.10 

(YP/S)F = 0.35 

The value of ( Y * / E ) R was determined from the aerobic and chemo
stat preculture (carbon source = molasses) whereas values of (Y#/ 8)F 
and (Y„/ s )F were from the previous anaerobic cultivation of the respira
tion-deficient mutant of bakers yeast ( 1 ). 
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AiBA A N D SHODA Yeast Cell Growth 661 

Proper calculation of the kinetic pattern with Equations 1, 2, and 9 
by using the values from Equations a - d and using a digital computer 
was in favorable agreement with the batch and aerobic culture data of 
a w i l d strain. 

The kinetic equations secured from a specific experimentation of the 
respiration-deficient mutant of bakers yeast was confirmed to be ap
plicable to predicting the kinetic pattern of aerobic culture of the w i l d 
strain. 

Nomenclature 

Ks, K'8 = empirical constants, grams/liter 
Kp, K'p = empirical constants, grams/liter 
ρ = product (ethanol) concentration, grams/liter 
S = substrate ( carbonaceous source ) concentration, 

grams/liter 
t = time, hours 
X = cell mass concentration, grams/liter 
Y A T P = cell material synthesized per mole of A T P produced 

( -r-10.5 grams dry cell mass per mole A T P ) (2) 
( Yp/x ) F = yield factor defined by Ap/AXF pertaining to fermentation 
( Y P / * ) F = yield factor defined by Δρ/—AS F pertaining to fermenta

tion 
(Y*/«)F = yield factor defined by ΔΧ/—AS?—i.e., cell mass synthe

sized per unit amount of energy source devoted to fer
mentation 

( ^ / S ) R = yield factor defined by Δ Χ Ε / — A S R — i . e . , cell mass syn
thesized per unit amount of energy source devoted to 
respiration 

Subscripts 
F = fermentation 
R = respiration 

Greek letters 
μο = specific growth rate at ρ = 0, hr" 1 

v 0 = specific rate of ethanol production at ρ = 0, h r - 1 

(1) Aiba, S., Shoda, M . , J. Ferm. Technol. (1969) 47, 790. 
(2) Kormancikova, V., Kovac, L., Vigova, M., Biochem. Biophys. Acta (1969) 

180, 9. 
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Growth of Yeast and Lactic Acid Bacteria in a Common 
Environment 

R. D. MEGEE, III, H. M. TSUCHIYA, and A. G. FREDRICKSON, University 
of Minnesota, Minneapolis, Minn. 55455 

Pure culture populations of microorganisms rarely exist in nature. 
Generally, several biological species coexist in a given environment at 
a specified time. The individual fluctuations in one population are often 
a function of the other species as well as the environment. The associa
tions and interactions are referred to as symbiosis—i.e., an association of 
two or more different species living together in a close spatial and 
physiological relationship. Symbiosis does not mean mutualism as the 
latter relationship is sometimes called; mutualism is a class of interactions 
in symbiosis. The nature of the interactions between the member popu
lations and the environment in symbiotic associations are determined by 
the characteristics of each of the pure populations and that of their 
common environment. 

This report is concerned with our work on symbiotic relationships 
that develop under certain environmental conditions in the mixed popu
lation of Saccharomyces cerevisiae N R R L Y-567 and Lactobacillus casei 
N R R L B-1445. W e have used mathematical models to direct the experi
mental program. W i t h this approach, hypotheses concerning the inter
actions between the populations and their common environment are 
made, consequences of the model are drawn, and predictions of the 
model are tested experimentally. The validity of our models is tested 
experimentally in growth situations other than the source of the numeri
cal constants. Modeling is focused on interactions that result from the 
activities of both populations. Given models for the pure populations, a 
general model is constructed to represent the dynamics of mixed popula
tion by incorporating symbiotic variables or interactions. 

Experimental work was carried out in batch and continuous growth 
cultures. The latter were conducted in chemostats with 100-ml growth 
chambers modified from those of Novick and Szilard ( I ) . The growth 
medium was a standard riboflavin bioassay modified with respect to 
initial p H and C a C l 2 content (2) . This medium adequately supported the 
anaerobic growth of both organisms at p H 5.5 and 33 °C with the addition 
of glucose, riboflavin, and gaseous carbon dioxide. Anaerobic conditions 
were maintained in continuous growth with a gas stream containing nitro
gen and 1 % carbon dioxide. A l l growth requirements of both popula
tions were supplied in excess except for glucose and riboflavin which are 
present in varying proportions. 
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MEGEE ET AL. Yeast and Lactic Acid 663 

Our original assumptions concerning the system were as follows: 
( 1 ) S. cereviasiae grows well in the basal medium on adding glucose 

but in the absence of riboflavin. 
(2) The yeast synthesizes riboflavin in excess of its own metabolic 

requirements; the excess riboflavin eventually passes to the environment. 
(3) L. casei grows only if riboflavin and glucose are present. The 

extent of growth and the vitamin concentration are related quantitatively. 
In the mixed population a commensal relationship should develop in the 
vitamin free medium, similar to the study of S. cerevisiae and P. vulgaris 
(3). By commensalism we mean that the rate of growth of the bacteria 
is faster than that in a pure population. We assume that this riboflavin 
interaction is the characteristic feature of the commensalism relationship 
in this mixed population. 

(4) Competition for the common limiting substrate (glucose) should 
develop if sufficient riboflavin is present, similar to the yeast systems 
studied by Gause (4). 

Our interest concerns the major interactions between the mixed 
populations and the environment. Hence, we restrict our models to non-
segregated and unstructured (5), making it possible to coordinate directly 
modeling and experimental work. Thus, we assume that each population 
is characterized sufficiently by one dependent variable—a mass concen
tration. Therefore, we cannot apply our models to a highly transient 
growth situation. Growth is modeled as a series of homogeneous quasi-
chemical reactions similar to those proposed by Monod (6), Herbert 
et al. (7), others, and ourselves (5). These reactions obey a definite 
stoichiometry and rate expression. Further, we make the usual assump
tions of no wall growth, and "perfectly" mixed growth vessels. The 
models are discussed below. 

Yeast 

Our model of the population dynamics of S. cerevisiae in the present 
growth medium is based on the following observations: (1) Growth is 
limited entirely by glucose, and a definite stoichiometry exists between 
the extent of growth and the initial glucose concentration. The glucose 
concentration is such that alcohol inhibition is minimized. (2) The yeast 
consumes a portion of the available glucose to "maintain" the viability 
of the population. We call this mechanism exogenous maintenance since 
no weight loss per individual cell is observed. This idea formed the basis 
of models by Marr et al. (8) and Ramkrishna et al. (9). (3) Riboflavin is 
produced as a growth-associated product. 

These assumptions lead to the following mass reactions between the 
yeast and the environmental concentrations of glucose and riboflavin: 
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664 CHEMICAL REACTION ENGINEERING 

(D 

(2) 

Y' (3) 

where as, b8, and β are stoichiometric coefficients expressed i n grams of 
substrate per gram of biomaterial. Reaction 1 represents the stoichio
metric consumption of glucose, S, leading to the formation of a unit mass 
of viable biomass, Y. A stoichiometric amount of riboflavin, V , is pro
duced during growth. A n approach similar to the activated complex 
theory of chemical kinetics is used to model maintenance. Here the 
complex takes the form of a physiological state, Y ' , which is assumed to 
exist between Y and non-viable biomaterial, N„. Y ' is formed by a first-
order rate process and is characterized by substrate consumption that 
does not lead directly to growth. If the exogenous substrate is present, 
Y ' consumes a stoichiometric amount, presumably for maintenance en
ergy, and returns to Y. If absent, Y ' passes irreversibly to Ny. These 
events are modeled by Equations 2 and 3. 

The growth of L. casei in the test medium may be limited by one, 
or both, of two substrates, glucose or riboflavin—i.e., the final extent of 
growth can be related directly to the exhaustion of one, or both, of the 
two substrates. However, if the "non-limiting" substrate is not in large 
excess, its concentration may influence the rate of growth. The key to a 
model of growth in this system is that both glucose and riboflavin are 
consumed by L. casei simultaneously. This is different from the diauxie 
effect studied by Monod (JO). 

Our experimental work has demonstrated that a model of bacterial 
growth need not include effects of maintenance, loss of viability, and 
inhibition in this growth medium. This does not mean these events do 
not occur, but if they do, their effect is minimal. The absence of these 
mechanisms is not, of course, true in general and may hold only in our 
experimental environment. Thus, a sufficient model for L. casei need 
only consist of growth effects. 

Growth of L. casei is an interaction between the bacterial mass, B ; 
glucose, S; and riboflavin, V , and leads to the formation of fresh bio
material. To model growth, we assume that both substrates are con
sumed stoichiometrically: 

Bacteria 

Β + c8S + aV -> 2B + Y L + . . . (4) 
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where c8> a, and γ are stoichiometric coefficients. Here we show the 
stoichiometric production of lactic acid, L , from glucose. Although we 
shall not consider lactic acid in the model, it must be included in models 
of other growth situations. Specifically, in lightly buffered medium lactic 
acid formation acts to decrease the p H of the environment, and for a 
range of initial p H values the growth of S. cerevisiae is a strong function 
of [ H + ] . Thus, under these conditions mutualism should develop i n a 
riboflavin free medium and has been observed. 

Mathematical Model 

Reactions 1-4 form the basis of our model of symbiosis in the system 
L. casei-S. cerevisiae. The mathematical model is constructed by making 
the usual hypotheses about the kinetics and stoichiometry of the reactions. 
A set of four coupled, nonlinear, ordinary differential equations is thereby 
obtained, and constitutes the model. 

Determination of Model Constants. Since there are no direct inter
actions, such as prédation or parasitism, in the symbiotic association of 
interest here, constants may be determined from batch growth experi
ments on the separate populations. This was done for both populations, 
and the models gave a satisfactory "fit" of the data taken. 

Testing the Model: Symbiosis. The model, with constants determined 
as stated, was applied to steady-state chemostat data on symbiotic growth 
of the two populations. Three of the constants had to be adjusted some
what to obtain a satisfactory "fit." These three constants deal with the 
riboflavin interaction, and the necessity for adjustment reflects inaccura
cies in the measurement of low concentrations of riboflavin. Batch sym
biotic growth experiments were also done, and the model described these 
experiments also. 

(1) Novick, Α., Szilard, L., Science (1950) 112, 715. 
(2) Roberts, E. C., Snell, Ε. E., J. Biol. Chem. (1946) 163, 499. 
(3) Shindala, Α., Bungay III, H. R., Kreig, N. R., Culbert, K., J. Bacteriol. 

(1965) 89, 693. 
(4) Gause, G. F., "The Struggle for Existence," Hatner, New York, 1934. 
(5) Tsuchiya, Η. M., Fredrickson, A. G., Aris, R., Advan. Chem. Eng. (1966) 

6, 125. 
(6) Monod, J., "Recherches sur la Croissance des Cultures Bactériennes," 

Herman et Cie, Paris, 1942. 
(7) Herbert, D., Ellsworth, R., Telling, R. C., J. Gen. Microbiol. (1956) 14, 

601. 
(8) Marr, A. G., Nelson, E. H., Clark, D. J., Ann. N. Y. Acad. Sci. (1963) 

102, 536. 
(9) Ramkrishna, D., Fredrickson, A. G., Tsuchiya, H. M., J. Gen. Appl. 

Microbiol. (1966) 72, 311. 
(10) Monod, J., Ann. Rev. of Microbiol. (1949) 3, 371. 
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Extended Culture: The Growth of Candida utilis at 
Controlled Acetate Concentrations 

V. H. EDWARDS,1 M. J. GOTTSCHALK, A. Y. NOOJIN, III,2 A. L. TANNA
-HILL, and L. B. TUTHILL, School of Chemical Engineering, Cornell Univer
sity, Ithaca, Ν. Y. 14850 

A variety of techniques and equipment were developed for the sub
merged culture of microorganisms. Batch and certain forms of semicon-
tinuous culture techniques have been an integral part of the fermentation 
arts since antiquity, and batch culture is still the most widely practiced 
laboratory technique. Continuous-flow microbiological culture techniques 
were first used in certain industrial fermentations such as the 'Vinegar 
generator' (early 19th century, Schutzenbach), and continuous yeast 
propagations, as well as biological waste treatment processes such as the 
trickling filter (1899, C. J. Whittaker), and the activated sludge process 
(1913, Fowler and Mumford) . Monod and Novick and Szilard are 
usually credited with initiating the widespread use of the continuous 
culture technique in the microbiological laboratory about 1950, although 
a number of prior laboratory applications have been cited. During the 
past 20 years, continuous culture has been researched extensively. The 
now well-known potential advantages offered by steady-state continuous 
culture of a constant environment and a constant phenotype ( assuming a 
constant genotype) has led to its widespread adoption in laboratory 
studies of microorganisms. The technique has yet to revolutionize indus
trial fermentations; instead, batch and semicontinuous culture techniques 
are still used in most industrial fermentations. 

The quest for a better understanding of microorganisms and for 
their more efficient use continues to lead to new or revitalized culture 
techniques such as synchronous culture, dialysis culture, dense culture, 
continuous phased culture, and multistage tower culture, to cite a few 
examples. 

The semicontinuous culture technique summarized here and de
scribed in detail elsewhere ( I ) was developed to study growth at con
trolled inhibitory substrate concentrations and to measure the effects of 
the cell age distribution on the physiological properties of a culture. The 
technique bears a close operational resemblance to the current industrial 
fermentation processes that use serial feeding and should thus be addi
tionally useful in scale-up. 

1Present address: National Science Foundation, Division of Engineering, Room 
336, 1800 G St., N.W., Washington, D. C. 20550. 

2Present address: Shell Chemical Co., Deer Park, Tex. 
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EDWARDS ET A L . Extended Culture 667 

Qualitative Features of Extended Culture 

In the batch culture technique, sterile growth medium is inoculated 
with a culture of microorganisms. Once adapted to their new environ
ment the microorganisms grow and proliferate until limited by nutrient 
depletion, product accumulation, and other unfavorable changes in their 
surroundings. These batch processes are dynamic by nature, and the 
concentrations of all substrates vary constantly with time (with the pos
sible exception of oxygen). Conversely, in the single-stage homogeneous 
continuous culture technique, the process may be maintained at various 
steady states by continuously supplying nutrient media to a vessel and 
removing culture at an equal volumetric rate. In the absence of substrate 
inhibition or changes in the organism, these steady states are stable and 
unique. Each steady state corresponds to a balanced degree of conversion 
of consumables to cells and other products. Also, the cell population in 
the culture vessel must be multiplying geometrically although the growth 
and division of individual cells within the population may be other than 
geometric. Other things being equal, the cell age distribution in continu
ous culture w i l l be different from that in an exponential batch culture. 
At equal specific growth rates, the continuous culture population w i l l 
tend to be skewed (approximately exponentially) to contain a higher 
proportion of cells which have been formed recently by division, because 
"older" cells w i l l be exposed to the continuous removal of a fraction of 
the culture for a longer time. 

The semicontinuous culture technique proposed here can provide a 
constant environment like that found in steady-state continuous culture, 
while maintaining a cell age distribution within the culture different 
from that found in a continuous culture. The environmental composition 
in the microbial culture is measured continuously by one or more analyti
cal instruments, and the values of various substrate concentrations are 
transmitted to a composition controller and a composition programmer. 
The controller adds concentrated solutions of one or more substrates 
from an appropriate number of reservoirs to maintain the concentration 
of each substrate equal to the value specified by the programmer. In the 
simplest case, one or more substrate concentrations are simply maintained 
at constant values, thereby attaining a constant environment in the ab
sence of substantial by-product formation by the culture. Obviously, 
the duration of the steady-state environment is ultimately limited by the 
ever-increasing mass of cells and their products, but the duration can 
often be prolonged much beyond that attainable with ordinary batch 
culture techniques. The name "extended culture" is suggested to dis
tinguish semicontinuous cultures programmed for a constant environ
ment from various other semicontinuous culture techniques. 
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668 CHEMICAL REACTION ENGINEERING 

The concentration of one or a few substrates is often maintained 
approximately constant in industrial fermentations by periodic addition 
of the appropriate material. This is practiced most frequently to obtain 
higher final product concentrations when lower rates and a reduction in 
yields result from high initial substrate and/or precursor concentrations. 

Martin and Felsenfeld (2) developed a technique similar to extended 
culture which they named the exponential gradient generator. Their 
device supplies a limiting substrate to a culture vessel at a rate that 
increases exponentially with time. If the culture consumes substrate 
exponentially (e.g., by exponential growth), this has the net effect of 
maintaining a constant substrate concentration. A mathematical frame
work for analyzing programmed semicontinuous cultures has been set 
forth elsewsere ( 1 ). 

Results 

In this initial study of extended culture, the feedback control of a 
single limiting substrate (acetate) was achieved by the well-known indi
rect method of controlling p H with a carbon source. Mixtures of acetic 
acid and sodium acetate were used to control p H . By choice of the proper 
ratio of sodium acetate to acetic acid, the concentration of non-carbonate 
dissolved carbon could be maintained constant while simultaneously con
trolling p H . 
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Figure 1. Acetate concentration histories from four 
extended culture expenments. Acetate concentra

tion is expressed as %(w/v) acetic acid. 
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Figure 2. Cell dry weight concentration histories from four extended 
culture experiments 

Four experimental runs conducted in the manner described else
where ( 1 ) are summarized here. Figures 1 and 2 show substrate concen
tration and cell dry weight concentration histories for the runs. Figure 1 
shows that the first experimental objective of maintaining a constant 
acetate concentration was met successfully in Run 3 and nearly so in 
Runs 4 and 5. In Run 2 the acetate concentration declined steadily. This 
arises from two causes: carbonate produced by the cells and ammonium 
consumed by the cells affect the p H significantly. Thus in Run 2, where 
the p H was controlled by adding 40% acetic acid, the acetate replace
ment could not keep up with the acetate consumption. In the other runs, 
the p H was controlled with 40% acetic acid solutions which also con
tained the following amounts of sodium acetate trihydrate (Run 3, 85.7 
grams/liter; Run 4, 200 grams/liter; Run 5, 150 grams/liter). The 
amounts of acetate salt were calculated a priori from estimated rates of 
acid and base exchange and from dissociation constants of the relevant 
species. 

Figure 2 shows the reduced growth rates and final cell concentra
tions obtained at the higher sodium acetate concentrations. This effect 
was expected from earlier work which showed that Candida utilis is par
tially inhibited by sodium acetate concentrations above about 0.5% 
(w/v) . Figure 2 also suggests that growth was much more nearly linear 
than exponential. In fact, the only cell concentration history that is 
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670 CHEMICAL REACTION ENGINEERING 

strongly concave upward is from Run 2, which had a low and continu
ously declining acetate concentration. By combining the data in Figures 
1 and 2 with periodic measurements of the acid reservoir level during 
each run, linear growth rates, specific growth rates, cumulative acetate 
consumption, cell yield, and specific rates of acetate consumption were 
calculated. Polynomials were fitted to the various sets of data for each 
run using an I B M 360/65 computer and a least-squares technique. The 
fitted curves are compared with the data in Figures 1 and 2. W i t h X 
(cell dry weight concentration), S (acetate concentration), F (flow rate 
of acetic acid/sodium acetate feed), and sample removal rate known 
(fitted polynomial) functions of time, the theory ( I ) was used to calcu
late instantaneous values of the rate parameters listed above. 

Preliminary continuous culture data and Warburg respiration rates 
were collected for comparison with the results obtained in the extended 
culture experiments ( I ). 
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EDWARDS ET AL. Extended Culture 671 

Conclusions 

(1) The feasibility of semicontinuous culture of Candida utilis 
( ATCC 9226) at controlled acetate concentrations has been demonstrated 
under conditions which are more nearly representative of many industrial 
fermentations than either batch or continuous processes. It is proposed 
that semicontinuous culture in which at least one substrate concentration 
is maintained constant be called extended culture. The control or pro
gramming of multiple environmental factors can be achieved by adding 
suitable hardware and may offer substantial advantages both in process 
optimization and in fundamental studies of microbial cultures. 

(2) A theoretical framework has been presented and applied that 
permits evaluation of kinetic parameters in semicontinuous culture ( 1 ). 

(3) In the growth of C. utilis at inhibitory concentrations of sodium 
acetate, longer periods of growth and higher cell concentrations were 
achieved by controlling the acetate poncentration through serial feeding. 
The cell yield data appear to correlate by standard methods (3), although 
acetate did not restrict growth under the conditions of most experiments 
reported here and some cell yields from acetic acid were abnormally 
high (I). 

(4) Growth was more nearly linear than exponential during each 
extended culture experiment, despite approximately constant acetate 
concentrations. For given acetate concentrations, the decline in linear 
growth rate in extended culture was correlated linearly with the ratio of 
the instantaneous acetate concentration to the initial acetate concentra
tion (Figure 3). Limitation by ferrous iron is thought to be responsible, 
with reduced oxygen and nitrogen levels perhaps playing secondary 
roles, although further experiments are necessary to test these tentative 
conclusions. Diffusion-limited transport of acetic acid may also be 
involved. 

(5) Cell age distributions are different in semicontinuous and con
tinuous culture experiments although environments can in principle be 
kept identical. Comparison of semicontinuous and continuous culture 
data at similar acetate and cell concentrations showed large differences 
in linear growth rate which may be a result of the differences in the cell 
age distribution in the two cultures (Figure 3). 

(1) Edwards, V. H. et al., Biotechnol. Bioeng., in press. 
(2) Martin, R. G., Felsenfeld, G., Anal. Biochem. (1964) 8, 43-53. 
(3) Marr, A. G. et al., Ann. Ν. Y. Acad. Sci. (1963) 144, 536-548. 
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particles 197 
Interphase heat and mass transfer 199 
Intraparticle 

deactivation processes 330 
diffusion 71 

limitations 50 
gradients 22 
problems 186,197 
transport 48 

Intrinsic diffusion 250 
Intrinsic kinetics 252 
Isobutane, kinetics of 571 
Isomerization 

of butene 133, 535 
of cyclohexene 280 
of n-pentane 530, 569 

Isothermal reactor 147, 497 
Iteration, Picard 549 

J 
Jacobi polynomials 52 
Jenssen towers 136 
/D factors 209 

Κ 
Kinetic 

data, generation of 522 
models 58,562 
nature of biochemical reactions 658 
parameters, determination of . . 535 
pattern, predicting the 661 
rate constants 549 
region 199 
sub-regime 225 

Kinetics 
of alkylation of isobutane with 

propylene 571 
of biosystems 630 
of coke oxidation 376 
and control, Candida utilis . . . . 669 
of death 637 

Kinetics (Continued) 
decomposition 559 
diffusional resistances of 

microbial 671 
Froment's 39 
of important industrial processes 519 
inhibitor on enzyme 642 
intrinsic 252 
of the oxethylation of 

nonylphenol 540 
polymerization 56 
reaction 558 
of reactions with catalyst 

deactivation 260 
regeneration 348 
simple enzyme 639 
sintering 314 

Knudsen flow 187 

L 
Lactic acid bacteria growth of . . 662 
Lactobacillus casei N R R L B-1445 662 
Lagrange multiplier method 99 
Langmuir isotherm 347 
Leaching, acid 509 
Least-squares orthogonal 

polynomials 549 
Least-squares procedures, nonlinear 535 
Legendre polynomials 52 
Limits, confidence 60 
Linear 

plots in chemical kinetics 521 
polymers 96 
programming 144 

Lineweaver-Burk plot 647 
Liquid hydrazine residence time . . 217 
Liquid-l iquid complex reactions . . 571 
Lotka-Voltera model 648 
Lurgi "sulfacid" process 53 

M 
Macropores 190 
Maintenance 664 
Mass 

axial dispersion of 186 
back mixing of 186 
dispersion 204 

Peclet number of 205 
transfer 19, 40 

with chemical reaction 227 
external 199 
factor 200 
interphase 200 
from suspended particles . . . . 242 
to wire screens 209 

Material mixing 64 
Mathematical model 562,662 

of industrial reactors 35 
Maximum principle 143 
Mechanism 

of carbon formation 219 
coking 293 
of gas interchange 110 
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INDEX 681 

Mechanism (Continued) 
self-fouling 

parallel 336 
series 333 

shell progressive 348 
of transport 131 
type I 328 
type II 332 

Mercuric chloride 501 
Metabolic synchronization 655 
Metallic catalysts 262 
Metals, chlorination reactions of 

nonferrous 562 
Methanol synthesis 532 

reactors for 35 
Methyl radical 557 
Michaelis-Menten behavior 641 
Microbial culture 667 

control 666 
techniques 666 
kinetics 667 

Micromixing effects 67 
Micropores 190 
Minimum-time temperature paths 98 
Mixed 

condensation 222 
culture systems 634 
population 630 

Mixing 127 
axial 6 
cell model 201,206 
coefficient, effective axial 249 
effects 85 
of gas and solids 118 
material 64 

Model 
Brannen 639 
bubbling bed 138 
of bubbling fluidized reactors . . 121 
building and selection 523 
development 514 
discrimination 525, 530 
dispersion-type 119 
equations in chemical kinetics . . 524 
heat transfer 15 
Humphrey 638 
hydraulic 612 
kinetic 58, 562 
Lotka-Voltera 648 
mathematical 662 
one-dimensional 48 
of polymerization processes, 

dimensionless 78 
for predicting gas exchange 

coefficients 133 
random pore 189 
reactor 1, 501 
single parameter 124 
Smith-Ewart 77 
two-dimensional 49 
two-phase 121,133,563 

Modeling of microbial cultures . . . 667 
Modeling of fluid mechanics 226 

Molecular weight distribution . . 57, 83, 86 
Mordenite 506 
Moving bed reactors 510 
Multicomponent diffusion 187 
Multiphase systems 231 
Multiple states for a single catalyst 

pellet 41 
Multiple steady states 27,72,198 
Multitubular fixed bed reactor . . . . 15 

Ν 
Naphthalene, reaction of benzene- 307 
Natta's equation 37 
Newton-Raphson method 238 
Nitric acid process 545 
Nitrogen compounds 272 
N2O, decomposition of 198 
Noncatalytic solid-gas reactions . . 138 
Nonisothermal analysis 365 
Nonlinear 

differential equations 549 
functional analysis and reactor 

stability 622 
least-squares procedures 535 

Non-Newtonian properties of 
solutions 57 

Nonuniform; 
fluid velocity 50 
temperature 67 

Nonylphenol, kinetics of the 
oxethylation of 540 

Nuclear graphites 193 
Nucleation 63 

Ο 
One-dimensional reactor 

model 2,6,11,18,48 
One-stage process 554 
Operations, dynamic 144 
Optimal 

catalyst loading profile 505 
temperature policy 497 

Optimization 69, 91, 500 
techniques 525 
theory 141 

Optimum control 149 
Ordinary differential equations . . . 535 
Orthogonal 

collocation 50 
polynomials 549 

Oscillations 653 
glycolytic 654 
temperature 617 

Oscillatory systems 620,630,648 
Oxethylation of nonylphenol, 

kinetics of the 540 
Oxidation 

of carbon monoxide 184 
C O 615 
coke 381 
effects on catalytic activity, 

surface 284 
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Oxidation (Continued) 
of glucose 641 

H 2 615 
of hydrocarbons 209 
kinetics of coke 376 
of S0 2 53 
of o-xylene, catalytic 38 

Ozone as a tracer 132 
Ρ 

Packed beds 131,596 
heat transfer in 13 
heat transport in 201 
radiant analysis in 43 

Parallel reaction 150 
Parameter 

distributed 500 
estimation 519, 551,570 

precise 527,528 
heat of reaction 365 
system, distributed 537 

Parameters, Arrhenius 365 
Parasitic reactions 498 
Partial differential equations 535 
Partial wetting in trickle bed 

reactors 251 
Particle 515 

formation 75 
growth 75 
size 69 
temperatures 514 

Particles, analysis of individual . . 320 
Patented reactors for polymerization 104 
Peclet numbers 10,205 
n-Pentane, isomerization of 530, 569 
Performance, reactor 141 
Periodic operation 151 
Permanent deactivation 513 
Permeability 188 
Perturbation 497 
Petrochemical processes, catalytic 531 
Phase 

bubble 139 
cloud 135 
emulsion 139 
portraits 593 

for the stirred tank 585 
Phthalic anhydride production . . . 38 
Physical phenomena 5,183 
Picard iteration 549 
Pilot scale fluid bed reactor 563 
Planning of experiments 519 
Plate 

distributor, porous 123 
efficiency 548 

Platinum gauze catalyst 209 
Plug flow 50,67,210 

models 50 
reactor 2,49,65,85 

Poisoned film, progressively 271 
Poisoning 261 

catalyst 262 
curve, typical 267 
curves for porous catalysts 322 

Poisoning (Continued) 
pore mouth 320 
uniform 327 
studies 273 

Polyacrylamide gel 655 
Polyaddition of ethylene oxide . . . 540 
Polycondensation reactions 229 
Polyethylene reactors 86 
Polymer branching 86 
Polymeric surfaces, enzymatic 

action on large 647 
Polymerization 

batch 87 
emulsion 62 
of ethylene, radical 92 
free radical 63,81,98 
heterogeneous 61 
homogeneous 59 
kinetics 3,56 
precipitation 65 
processes, dimensionless model of 78 
reaction systems, viscous 101 
of styrene 98 

emulsion 75 
suspension 64 
temperature 93 

Polymers 
branched 96 
linear 96 

Pontryagin's maximum principle . . 147 
Population, mixed 630 
Pore diffusion 252 
Pore mouth poisoning 320 
Pore size distribution 188,196 
Porosimetry, Hg 196 
Porous 

catalyst particle 215 
media 188 

Precipitation polymerization 65 
Precise parameter estimation . . 527, 528 
Predicting the kinetic pattern . . . 661 
Pressure gradient, stationary 248 
Prey-predator system 634 
Process 

control 71 
kinetics, industrial 519 

Processes 
biological waste treatment . . . . 666 
dimensionless model of 

polymerization 78 
transport 183 

Product distribution 257 
Product formation 636 
Propagation 561 
Programmed semicontinuous 

cultures 668 
Programming 

convex 145 
dynamic 146 
geometric 145 
linear 144 

Propane 553 
mixtures, propylene- 558 
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INDEX 683 

Propylene 509 
decomposition 559 
kinetics of alkylation of isobutane 

with 571 
-propane mixtures 558 

Proximate steady-state hypotheses, 
quasi- and 599 

Pseudo-homogeneous reactor 
models 2 

Pt on A1 2 0 3 catalyst 569 
Pulse technique 197 
Pyrite cinder purification 562 
Pyrolysis 557 

Q 
Quasi- and proximate-steady 

state hypotheses 599 

R 
Radial 

dispersion 204 
temperature gradients 50 
temperature profiles 16 

Radiant analysis in packed bed 
reactors 43 

Radiation, Fourier-type transport 
equation for 46 

Radiation flux 46 
Radiative transfer 43 
Radical polymerization of ethylene 92 
Random pore model 189 
Rate 

equation, deactivation 514 
equations, local 224 
of gas exchange 110 
constants 573 

kinetic 549 
Rate surface approximation 523 
Reactant inhibition 365 
Reaction 

of benzene-naphthalene 307 
chlorine-hydrocarbon 610 
diffusion cell 194 
exothermic reversible 149 
kinetics 558 
liquid-liquid complex 571 
noncatalytic solid-gas 138 
parasitic 498 
paths 535 
rate law 193 
sequences, generation of contin

uous oscillations in bio
chemical 651 

surface-catalyzed 564 
velocity 640 
zone 185 

Reactor 
adiabatic tube 184 
analysis of fixed bed catalytic . . 1, 50 
analysis of transient behavior and 

stability of chemical 578 
batch 54,63,98,213 
behavior 48,68 

Reactor (Continued) 
catalytic 215 
cell division of laboratory . . . . 611 
characteristics of fluidized 106 
configuration 65, 590 
continuous 75,81 
design 1,56,256 
dynamic models for a fixed-bed 48 
dynamic operation of a fixed bed 605 
equations for a single pellet . . . . 326 
exothermic 44, 610 
flow 210,589 
fixed bed 38,537 

laboratory scale 562 
fluidized bed 106,138,562 

three-phase 136 
gas-liquid 255,258 
hot spots in 503 
isothermal 147,497 
for methanol synthesis 2, 35 
model 1,501 

bubbling fluidized 121 
heterogeneous 18 
industrial 35 
one dimensional 2, 6,18 
pseudo-homogeneous 2,12 
two-dimensional hetero

geneous 12, 28 
moving bed 510 
multitubular fixed bed 15 
one-dimensional tubular 11 
performance 126,141 
pilot scale fluid bed 563 
plug flow 2,49,65,85 
polyethylene 86 
for polymerization, patented . . . 104 
radiant analysis in packed bed . . 43 
recycle 220 
slurry 223 
stability 622 
stirred tank 240,580,585 
systems, distributed 588 
trickle-bed 53,251 
tubular 3,8,27,148 
two-phase 223 

Recycle reactor 220 
"Redox" model 39 
Regeneration kinetics 348 
Residence time 75,148 

distribution 65 
spectrum 543 

Respiration and fermentation . . . . 659 
Respiratory enzymes 640 
Reynolds number 209,214 
RNA 634 
Runge-Kutta method 52 

S 
Saccharomyces cerevisiae 662 
Scale factors, determination of the 563 
Scale-up 67,123 
Schauder Inclusion Theorem 624 
Schmerling mechanism 572 
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684 CHEMICAL REACTION ENGINEERING 

Search routines 143,147,151 
Selection, model building and . . . 523 
Selectivity 152, 231,257 

improvement in 125 
Self-diffusion 188 
Self-fouling 333,336 
Self-poisoning 618 
Semicontinuous culture technique 666 
Sensitivity equations 497 
Series fouling 335 
Set 

attainable 144 
feasible 145 

Shell 
model 362 
progressive mechanism 348 
progressive regeneration 355 

Sherwood number 350 
Silica-alumina 133, 273 
Silica tetrahedra 509 
Simple enzyme kinetics 639 
Simulation techniques 96 
Single 

bubbles 106 
cellular activities 630 
parameter models 124 

Sintering 
of active surface area 313 
kinetics 314 
of metallic surfaces 316 
thermal 317 

Slugging 136 
Slug lengths 122 
Slurry reactors 223 
Smith-Ewart model 62,77 
50 2 137 
50 3 synthesis 532 
Sodium sulfite, oxidation of 241 
Solutions, non-Newtonian proper

ties of 57 
Solid 

fluidized beds, gas- 132 
-gas reactions, noncatalytic . . . . 138 

Solids up the bed, transport of . . . 118 
Soot formation 556 
Specifications, product 57 
Spectra of the carbon deposit . . . 310 
Spinning catalyst basket 38 
Spray columns, axial mixing in . . 245 
Stability 20 

analysis of transient behavior and 578 
criteria of 198 
reactor 622 
studies of single catalyst particles 607 
test 613 

Stanton numbers 568 
Steady state 

characteristics of the 584 
hypotheses, quasi- and proximate 599 
operation 606 
surface area 516 

Steady states, multiple 27,72,198 
Stirred tank reactor 240,580,585 

Stochastic operation 151 
Stoichiometric flow 193 
Stoichiometric flux diagram 192 
Stokes* Theorem 622 
Structural factor 188,193,196 
Styrene, polymerization of 75, 98 
Sublimation 501 
Substrate 

competition for the 663 
concentration on growth 632 
inhibition 671 

"Sulfacid" process, Lurgi 53 
Surface 

area 516 
equilibrium sintering of active 313 
steady-state 516 

-catalyzed reactions 564 
oxidation effects on catalytic 

activity 284 
temperature 186 

Suspension polymerizations 64 
Symbiosis 662 
Symbiotic growth 665 
Synchrony 655 
Synthesis of hydrogen cyanide . . . 553 
Systems 

enzyme 639 
mixed culture 634 
oscillatory 630 
prey-predator 634 

Τ 
Tank, unstirred 543 
Taylor series expansion 527 
Techniques, microbial culture . . . . 666 
Temperature 

and composition distributions . . 612 
effective mix 519 
effects of poisoning 324 
gradients, radial 50 
nonuniform 67 
oscillations 617 
particle 514 
paths, minimum-time 98 
policy, optimal 497 
polymerization 93 
profiles, radial 16 
surface 186 
wet-bulb 200 

Theorem 
Schauder inclusion 624 
Stokes' 622 

Theory 
reactor 147 
two-phase 108 

Thermal 
cracking of hydrocarbon mixtures 531 
conductivity, effective 205 
sintering 317 

Thiele modulus 193,321 
Three-phase fluidized bed reactors 136 
Three-phase system 240,251 
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Throughflow, diffusional contribu
tion to the I l l 

Time 498 
constraint entry 498 
liquid hydrazine residence . . . . 217 

Toxic element, electronic configu
ration of the 263 

Transfer 
coefficient 112 
factor 123 
heat 20,40 
mass 20,40,227 
radiative 43 
rate between bubbles and dense 

phase 122 
Transients, describing 591 
Transport 

interphase 199 
mechanism of 131 
pores 196 
phenomena of microbial cells . . 671 
processes 64,183 
of solids up the bed 118 

Trickle-bed reactor 53 
partial wetting in 251 

Tubular reactor 3,8,27,140 
Turbine stirrer 241 
Turbulence 131,227 
Turbulent 

dispersion 245 
flow 564,611 

Two-dimensional models 12, 28, 49 
Two-phase 

model 121,133,563 
reactors 223 
system, bubbling bed as a 107 
systems 228 
theory 108 

fluidization 116 
Type I mechanism 318,328 
Type II mechanism 332 

U 
Uniform poisoning 327 
Unstable behavior of chemical reac

tions at single catalyst particles 615 
Unstirred tank 543 

V 
Vanadium oxide 38 
Vapor-phase, exothermic 610 
Variational problems 146 
Velocity 

bubble 108 
flow 131 

Viability, loss of 664 
Vinyl acetate system 81 
Vinyl chloride 500 
Viscous polymerization reaction 

systems 101 
Voltammetry, constant current . . . 656 
Voorhies correlations 290, 304 

W 

Wake 
of the droplets 250 
effect of the I l l 
fraction, bubble 135 
shedding 119 

Wall reactions 565 
Waste 

control, biological 634, 666 
heat boiler 546 

Water-gas shift 531 
Waveforms 654 
Wet-bulb temperature 200 
Wetting 215 

partial 251 
Wire screen catalyst 209 

X 

o-Xylene, catalytic oxidation of . . 38 

Y 
Yeast 663 

acetic acid conversion to edible 669 
bioenergetic analysis of 658 
growth of 662 

Ζ 
Zeolite A crystallization 535 
Zeolitic catalysts 313 
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